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Abstract

Here, we study real gas effects on high-pressure combustion by comparing simulated and experimentally-measured
shock tube ignition delay measurements for n-dodecane/O2/N2 mixtures. Experiments and simulations occur at con-
ditions relevant to diesel engines: 40–80 atm, 774–1163 K, equivalence ratios of 1.0 and 2.0, and O2 concentrations of
13–21%. At these conditions the fuel, oxidizer and intermediate species may exist in a supercritical state during com-
bustion, requiring a real gas equation of state to incorporate non-ideal effects on thermodynamics, chemical kinetics,
and the resulting ignition characteristics. A constant-volume, adiabatic reactor model is developed to simulate the re-
flected shock tube experiments, and simulations compare results for real and ideal gas equations of state, with different
expressions for reacting species’ activity concentrations. This paper focuses particularly on the cubic Redlich–Kwong
equation of state and thermodynamically consistent chemical kinetic rate calculations based on it. Results demonstrate
that the equation of state can have considerable influence on ignition delay times with increasing pressure, particularly
in the negative temperature coefficient region. Additionally, the results establish important practices for incorporating
real gas effects, namely that (i) the compressibilities of key species (i.e. those participating in rate-limiting reactions)
are the appropriate way to screen for real gas effects, rather than the average mixture compressibility; and (ii) in-
corporating a real gas equation of state without also incorporating thermodynamically consistent chemical kinetics
significantly under-predicts the magnitude of real gas effects.

Keywords: Shock tube reactor, High-pressure combustion, Redlich–Kwong equation of state, Real gas effects,
Cantera, Negative temperature coefficient

1. Introduction

With the increasing relevance of high operating pres-
sures for numerous combustion technologies, including
diesel engines, jet propulsion, gas turbines and fuel in-
jectors, understanding real gas effects on combustion
performance becomes increasingly important. Simula-
tion and analysis of high-pressure combustion (usually,
more than 10 atm)—where major species experience
trans-critical and supercritical states—must incorporate
non-idealities in thermodynamic and chemical kinetic
properties, which are highly susceptible to even small
fluctuations in pressure and temperature near the crit-
ical point. While real gas models have been common
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in the literature for many decades [1–3], their applica-
tion to complex combustion simulations remains lim-
ited. As such, conventions for their adoption and use in
the combustion field are not well defined, which can be
the source of confusion, error, and inconsistency in their
application.

The present paper focuses on real gas effects in re-
flected shock tube experiments at supercritical pres-
sures. Achieving conditions found in internal combus-
tion and gas turbine engines in controlled experimental
reactors or flames is not trivial, and often kinetic mod-
els are not tested against target data at the conditions
for which the models are eventually employed. Re-
cent collaborative efforts within the Engine Combustion
Network (ECN) [4] seek to exhaustively characterize
canonical spray ignition and combustion experiments
at realistic compression-ignition engine conditions and
model those experiments using computational fluid dy-
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namics. One such canonical experiment is the Sandia
Spray A [4], where the baseline condition is n-dodecane
injection into an ambient gas at temperature of 900 K,
density of 22.8 kg m−3 (ca. 60 atm), and containing
15% O2. Perturbations in temperature, density/pressure,
O2 concentration, injection parameters, and fuel have
been widely studied experimentally within the ECN in
both the Spray A and other configurations [5–7]. Ad-
ditionally, ignition delay studies for n-dodecane [8–11]
have been carried out in shock tubes, but few studies ap-
proach the conditions found in the n-dodecane Spray A
experiment. Lastly, autoignition experiments have been
reported for n-decane in both shock tubes [10, 12, 13]
and rapid compression machines [14], with two no-
table shock tube studies reporting ignition delay at high-
pressure engine conditions. Pfahl et al. [12] measured
ignition delay times (IDTs) for φ=0.5–2 n-decane/air
mixtures at 13–50 atm and 700–1300 K, and Zhukov et
al. [13] reported ignition delay for φ=0.5–1 n-decane/air
mixtures at 10–80 atm and 800–1300 K.

Real gas effects in high-pressure combustion have
been studied in individual efforts over the past several
decades [15, 16]. Li et al. [17] developed Chemshock,
a shock tube modeling tool that includes facility de-
pendent non-idealities such as incident-shock attenu-
ation and boundary layer growth [15]. Sivaramakr-
ishnan et al. [18], used non-Arrhenius rate parameters
to incorporate real gas effects. Davidson and Han-
son [19] modeled real gas shock wave equations using
the Peng–Robinson [3] equation of state (EoS), and ana-
lyzed real gas effects in kinetics and reaction pathways.
Schmitt, et al.’s Chemkin Real Gas package [20] ex-
tends Chemkin-II [21] with custom code to incorporate
several cubic real gas EoS types, and has been used in
subsequent studies to understand real gas effects on det-
onation properties of gases at high pressures [22]. Tang
and Brezinsky [23] used Chemkin Real Gas’s Peng–
Robinson [3] EoS to demonstrate the impacts of pres-
sure and temperature variations, common assumptions
about the quenching process, and non-ideality on the re-
action conditions behind high pressure reflected shock
waves. They present a set of equations to describe
the impact of non-ideality on p − v − T relationships,
thermodynamic properties, and chemical kinetics, and
consider the impact of non-ideality on the chemical
rate coefficients themselves. Hanson and Petersen [24]
use the Peng–Robinson EoS to extend the GRI-Mech
1.2 thermokinetic mechanism for high-pressure com-
bustion of low-dilution methane-oxygen mixtures, vali-
dated against experimental IDT data. Despite the value
of these studies, adoption of their insights and further
study of real gas effects in high-pressure combustion has

been limited. Experimental ignition delay studies to val-
idate the kinetic models used in high-pressure combus-
tion simulations are currently lacking, and in most cases
the kinetic treatments of high-pressure reacting mix-
tures assume ideal gas behavior. Many models utilize
commercial Ansys Chemkin–Pro [25] software, which
implements an ideal gas EoS [26, 18, 27].

In this paper, simulated high-pressure shock tube re-
sults are compared to experimental data to (i) estimate
the magnitude of non-ideal effects and (ii) establish con-
ventions for incorporating real gas effects in future stud-
ies. New shock tube ignition delay measurements are
reported for n-dodecane at the conditions encompass-
ing the very high pressures found in the Sandia Spray A
experiment. The present condition space has been cho-
sen to cover a parametric variation of pressure, temper-
ature, and oxygen concentration considered within the
spray experiments and provides data at fuel-rich con-
ditions where local ignition within typical spray envi-
ronments occurs. Of particular interest in this paper is
Negative Temperature Coefficient (NTC) behavior at in-
termediate temperatures, where observed IDTs increase
with increasing temperature. IDT and NTC phenomena
have been explored in low-pressure studies for applica-
tions such as diesel sprays [28] and oxy-methane com-
bustion [29, 30], but the effects of non-ideal behavior at
high pressures have not been studied in detail.

Numerical simulations in this work follow an ap-
proach similar to Schmitt, et al. [20], Tang and Brezin-
sky [23], and Hanson and Petersen [24], but employ
the Redlich-Kwong (R–K) [1] EoS available in Can-
tera [31], rather than the Peng-Robinson equation, to
model real gas effects on shock tube ignition. The work
by Tang and Brezinsky discusses, in considerable detail,
real gas effects in the high pressure shock tube com-
bustion of stoichiometric ethane/air, including endwall
temperature measurement, species mole fraction pro-
files, and reaction pathway sensitivity. We extend this
previous work to consider the real gas effects on IDTs
for n-dodecane/air in the NTC region, and demonstrate
the magnitude of common errors, such as neglecting the
impact of real gas effects on p − v − T behavior and
chemical kinetics, on predicted IDT values. Another
goal of the current study is to encourage greater adop-
tion of non-ideal EoS by modelers and experimentalists
alike. As such, we lay out a clear and unambiguous de-
scription of the relevant equations, which can readily be
extended to other EoS, and concurrently make available
a free, open-source version of the simulation tool used
herein.

Simulated IDTs are compared to the experimental
data and demonstrate the impact of a real gas EoS
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(i.e., ideal gas law versus a multi-component R–K for-
mulation) and mass activity formulations (i.e., activity
concentrations expressed as molar concentrations ver-
sus calculated via species activities). Results demon-
strate that non-ideal behavior can affect predicted IDTs
by as much as 50–100 µs in the NTC region, and that
implementing a real gas thermodynamic model with-
out also incorporating real gas chemical kinetic ef-
fects significantly under-predicts real gas effects. Re-
sults also demonstrate that the average compressibility
of a mixture is an insufficient metric for determining
real gas effects, which can be important even in cases
where the average mixture behaves as an ideal gas (i.e.
when the compressibility is very close to one). Rather
than the mixture compressibility, the compressibility of
key species—those participating in rate-limiting reac-
tion steps—must be evaluated in order to predict the im-
portance of real gas effects.

2. Methods

2.1. Shock tube reactor model
Following the example of Schmitt et al.[20], re-

flected shock tube experiments are modeled as a zero-
dimensional, constant-volume, adiabatic reactor. The
computational model is implemented in Matlab1, and
uses Cantera—an open-source software tool for chem-
ical kinetics, species transport, and thermodynam-
ics calculations—to manage thermo-kinetic calcula-
tions [31]. Cantera’s object-oriented nature, and the
associated class inheritance characteristics, make it eas-
ily extensible, such that real gas models can be incorpo-
rated efficiently while also preserving higher-level func-
tionality common to multiple EoS formulations.

The applicable governing equations for energy and
species conservation for a constant volume, adiabatic
reactor, can be expressed as:

du
dt

= 0 (1)

and
d
dt

[Xk] = ω̇k. (2)

In the above equations, [Xk] is the molar concentration
(molk m−3), t is time, ω̇k is the net production rate of
of kth species due to chemical reactions (molk m−3 s−1),
and u is the specific internal energy of the mixture, per
unit mass (J kg−1), calculated as:

u =
∑

k

Ykuk, (3)

1The MathWorks, Inc; Natick, MA,USA; www.mathworks.com

where Yk and uk represent the mass fraction and spe-
cific internal energy (J kg−1

k ), respectively, of species
k. These governing equations form a transient system
of ordinary differential-algebraic equations, which are
solved using the function ode15s in the Matlab ODE
suite [32]. To solve Eq. 2, Cantera functions are called
at every timestep to update species chemical production
rates (ω̇k) and other thermodynamic properties. Eqs. 1
and 3 are solved algebraically for a given chemical com-
position, to identify the temperature T such that specific
internal energy u remains constant at every time step.

The species chemical production rates (ω̇k) are eval-
uated using a detailed reaction mechanism for n-
dodecane oxidation developed by Wang et al. [33].
This reaction mechanism includes 432 reactions among
100 species, with an Arrhenius rate expression speci-
fied for each reaction. Pressure-dependent reactions are
represented using the Chebyshev polynomial formula-
tion. Each reaction is assumed to be microscopically
reversible, with the reverse rate evaluated from the for-
ward rate and the equilibrium constant. Species are
named using the SMILES (Simplified molecular-input
line-entry system) convention.

2.2. Reflected shock tube experiments
Ignition delay measurements were performed for n-

dodecane/air in the Rensselaer heated high-pressure
shock tube using the reflected shock technique; see
Shen et al. [34] and Wang et al. [35] for details of the ex-
perimental setup and ignition delay measurement tech-
nique. In the present experiments, n-dodecane at 99+%
purity (Sigma Aldrich) and O2 and N2 at 99.995% purity
(Noble Gas) were used. The reactant mixtures studied
are defined in Table 1 and include stoichiometric and
rich (φ=2) conditions, fuel-air mixtures (21% O2) and
dilute mixtures emulative of in-cylinder mixtures con-
taining exhaust gas recirculation, pressures from 40 to
80 atm, and temperatures that span the low- to high-
temperature ignition regimes. The shock tube, reactant
mixing vessel, and gas transfer lines were uniformly
heated to temperatures from 160 to 180 ◦C using an
electric heating system to ensure sufficient partial pres-
sure of n-dodecane at the range of variable initial con-
ditions required to achieve the desired reflected shock
conditions listed in Table 1.

Ignition delay times were determined behind re-
flected shock waves using a combination of pressure and
OH∗ chemiluminescence [34, 35]. An example ignition
delay measurement is provided in Fig.1. For tempera-
tures within the low-temperature and the lower temper-
ature portion of the NTC regime, two-stage ignition was
observed (cf. Fig. 1) where the pressure clearly shows
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Table 1: Experimental conditions for n-dodecane/O2/N2 ignition delay measurements.

n-dodecane [mol-%] O2 [mol-%] N2 [mol-%] φ p [atm] T [K]
1.12 20.77 78.10 1.0 40, 60, 80 775-1160
2.22 20.54 77.24 2.0 40, 60 800-1120

0.811 15.00 84.19 1.0 60 840-1110
0.703 13.00 86.30 1.0 60 840-1140

Figure 1: Example pressure and OH∗ chemiluminescence signals for
a stoichiometric n-dodecane/air ignition delay measurement.

first-stage ignition followed by an induction period to a
very strong second-stage hot ignition.

In the present work, the normalized pressure rise fol-
lowing the reflected shock heating, due to viscous gas
dynamics, was in the range of dp/dt = 2–5% ms−1.
However, the calculated IDTs are negligibly influenced
by this pressure rise because ignition delay times are
relatively short (< 1 ms) at the high-pressure conditions
considered. Hence, this pressure gradient was not con-
sidered in the kinetic modeling comparisons presented
in the following sections. The temperature and pressure
behind the reflected shock wave were determined using
the normal shock equations (conservation of mass, mo-
mentum, and energy), solved in combination with the
both a Redlich–Kwong [1] and Peng–Robinson [3] EoS,
in the manner described by Davidson and Hanson [19].
At the highest pressure considered (80 atm), a non-ideal
EoS results in a 4 K difference in calculated reflected
shock temperature, relative to an ideal gas assumption.
As demonstrated below, this does not imply that non-
ideal effects on the combustion dynamics are negligi-
ble, only that the average thermodynamic properties of
the mixture (including the N2 bath gas) do not deviate
significantly from the ideal gas approximation.

The uncertainties in reflected shock temperature and

pressure are estimated at ±1.0–1.5% and ±1.5–2.0%,
respectively. Uncertainties in conditions, fuel/oxidizer
mixture fractions, and determinations of ignition delay
from the measured signals lead to an estimated uncer-
tainty of ±20% in the reported ignition delays. All igni-
tion delay measurements are tabulated in the Appendix.

3. Ideal and real gas equations of state

The present study focuses on the effects of different
EoS formulations on the ignition characteristics. In this
paper, we have considered two EoS, viz. ideal gas and
Redlich–Kwong (R–K). The behavior of gases is com-
monly expressed using the ideal gas law, which sup-
poses equal molar volume for all species and no inter-
action potential between molecules:

p =
RT
v
, (4)

where p is the pressure (Pa), R is the universal gas con-
stant (J mol−1 K−1), T the temperature (K), and v the
molar volume (m3 mol−1). Although the ideal gas EoS
shows satisfactory behavior at high temperatures and
low pressures, thermodynamic properties near the criti-
cal point depart significantly from ideal behavior, due to
intermolecular forces and molecular volumes that vary
from species to species. The deviation from ideal be-
havior is typically measured in terms of the compress-
ibility factor Z, defined as:

Z =
pv
RT

. (5)

For an ideal gas, Z = 1. But at low temperatures and
high pressures, Tr < 2 and pr > 0.5, respectively, the
compressibility factor departs from unity. A great many
non-ideal EoS have been described in the literature [1–
3, 36–38]. Commonly, cubic equations of state—which
are relatively straightforward to use and employ only
2–3 parameters—are used to model real gas effects.
This approach was first introduced by Van der Waals
in 1873 [36], and extended by Redlich and Kwong in
1949 [1]. Although the R–K EoS gives qualitatively
accurate results across a range of non-ideal states, its
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accuracy suffers in the liquid-vapor equilibrium region.
Subsequent efforts have addressed this by modifying the
original R–K formulation. Modifications by Soave [2]
and Peng and Robinson [3] improve the accuracy in the
region of the liquid-vapor phase transition by incorpo-
rating an additional parameter based on the acentric fac-
tor ω. Aungier [37] developed an EoS using ω and crit-
ical compressibility Zc as additional parameters.

Beyond the cubic EoS forms above, multi-parameter
formulations show even greater accuracy. For exam-
ple, the multi-parameter Helmholtz energy EoS [38]
is generally considered the most accurate, particu-
larly for trans-critical processes (those where conditions
move between sub- and super-critical states). However,
thermodynamic calculations in this EoS are computa-
tionally expensive, relying on roughly 60 parameters.
Moreover, the required parameters are available only
for certain stable species and not for short-lived, reac-
tive intermediates and radicals, making the Helmholtz
EoS challenging for detailed chemistry and large-scale
computational fluid dynamics simulations.

3.1. Redlich–Kwong equation of state

The present study uses a multi-component, mixture-
averaged form of the R–K EoS [1] to predict real gas
behavior. For a pure species, the R–K EoS is:

p =
RT

v − b∗
−

a∗

v
√

T (v + b∗)
. (6)

Here, the species-specific Van der Waals attraction pa-
rameter a∗ and repulsive volume correction parameter
b∗ represent the influence of molecular interactions. By
definition, the R–K EoS assumes a critical compress-
ibility Zc=1/3:

Zc =
pcvc

RTc
=

1
3
, (7)

where Tc, pc, and vc are the critical temperature, pres-
sure and molar volume for the species of interest, re-
spectively. This allows direct calculation of the param-
eters a∗ and b∗, based on the critical properties Tc and
pc [39].

For mixtures, the mixture-averaged parameters a∗mix
and b∗mix can be evaluated using mixing rules as [40]:

a∗mix =
∑

i

∑
j

XiX ja∗i j, (8)

and:
b∗mix =

∑
i

Xib∗i . (9)

where Xk is the mole fraction of species k. In the ab-
sence of experimental data to guide parameter estima-
tion, the interaction parameter a∗i j is evaluated as the ge-
ometric average of the pure-species parameters and is
given by [39]

a∗i j =
√

a∗i a∗j . (10)

In Eqs. 9 and 10, a∗k and b∗k are the pure-species param-
eters.

The goals of the present paper are to establish the
magnitude of real gas effects on reflected shock tube
IDTs at high pressure, and enable wider consideration
of real gas effects in high-pressure combustion experi-
ments and simulations. These goals are supported by
the use of the multi-component Redlich-Kwong EoS in
Cantera. While alternate EoS such as Peng Robinson
provide greater accuracy in the liquid-vapor region, this
implementation is not currently available in Cantera.
Moreover, the simulations herein probe conditions far
from saturation, where the various EoS forms are ex-
pected to give roughly equivalent performance. This is
demonstrated in Table 2, which lists the reduced proper-
ties and compressibility for the major species at the con-
ditions closest to saturation (lowest T , highest p). The
major species are in general quite far from the critical
point (from Eq. 7, Zc = 1/3 for the R–K EoS) and from
the saturation region, namely because H2O has a very
high critical pressure, and n-dodecane has a relatively
low critical pressure. The ability to readily modify the
EoS implementation and to freely distribute the model-
ing tools used herein by using Cantera therefore justify
the minor loss of accuracy that accompanies the original
R–K EoS.

3.1.1. Critical property estimation: the Joback method
The a∗ and b∗ parameters in R–K EoS (Eq. 6) must

be known or estimated for each species in the reaction
mechanism. These parameters depend on a species’s
critical temperature and critical pressure, which are
readily available for most stable species, but not for
the many intermediate species and radicals included
in most chemical mechanisms (including the present
mechanism). In such cases, estimation methods such
as those from Ambrose [41, 42], Joback [43, 44], and
Fedors [45] are used. The present study uses the group
contribution Joback method to estimate critical temper-
ature (Tc), critical pressure (pc), and boiling point (Tb).

The Joback method uses a combination of basic struc-
tural properties for each chemical group within an indi-
vidual species. The properties of a compound are func-
tions of structurally dependent parameters, and are de-
termined by summing the frequency of each group in the
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Table 2: Critical and reduced temperatures and pressures and compressibilities for major species, at p = 80 atm and T = 850 K. Analysis justifies
the use of the Redlich-Kwong EoS.

Species Tc [K] pc [atm] Tr (at 850 K) pr (at 80 atm) Z at 850 K, 80 atm
N2 126.2 33.5 6.7 2.4 1.02

CO2 304.2 72.9 2.8 1.1 1.00
H2O 647.1 217.7 1.3 0.4 0.94
O2 154.6 49.7 5.5 1.6 1.02

C12H26 (fuel) 659.5 18.1 1.3 4.4 0.72

molecule multiplied by its contribution. The method as-
sumes that interactions between groups are negligible,
and is valid for polar and non-polar species. Owczarek
and Blazej tabulated critical temperatures for a range of
gases using multiple approaches [46, 47], and found that
the Joback method limited errors to less than 1.5% for a
range of branched and unbranched hydrocarbons.

The boiling-point temperature may be evaluated us-
ing the Joback method as:

Tb,k(K) = 198 +
∑

i

NiCTb,i (11)

Subsequently, the ratio between the critical and boiling
point temperatures Tc,k and Tb,k is estimated as:

Tb,k(K)
Tc,k(K)

= 0.584 + 0.965

∑
i

NiCTc,i

 − ∑
i

NiCTc,i

2

,

(12)
while the critical pressure is calculated as:

pc,k(bar) =

0.113 + 0.0032Natoms −
∑

i

NiCpc,i

−2

.

(13)
In these expressions, the index i indicates the group
type, and Ni indicates the total number of i groups in
the compound. Each group type i has a contribution to
the critical temperature (CTc,i), the boiling-point temper-
ature (CTb,i) and the critical pressure (Cpc,i). In Eq. 13,
Natoms indicates the total number of atoms in the com-
pound. In the present study, all group contributions
(CTc,i, CTb,i, Cpc,i) are taken from Reid et al. [39]

Group contribution parameters for short-lived species
and radicals are generally not available. However, they
may be estimated as equal to those of analogous sta-
ble species. For example, properties for the ethyl radi-
cal (C2H5) may be approximated using those of ethane
(C2H6). Although the procedure has been applied suc-
cessfully for high-pressure combustion studies, the ac-
curacy for supercritical fluids with significant depar-
tures from ideal behavior is less clear.

3.1.2. Thermodynamic properties

One advantage of the R–K EoS (and other cubic EoS)
is that thermodynamically consistent expressions can be
derived for accurate properties across a wide range of
states and phases, with low computational cost and only
a few input parameters. The first step is to evaluate the
molar Helmholtz free energy a, using its definition and
integrating the equation of state. The molar Helmholtz
free energy for given phase is defined via:

p ≡ −
(
∂a
∂v

)
nk ,T

, (14)

where nk is the number of moles of each species k (molk)
and a is the molar Helmholtz energy (J mol−1) of the
mixture. Thermodynamic properties are typically cal-
culated relative to those for some well-known reference
state, which here is chosen to be an ideal gas at the given
temperature and chemical composition, but at a refer-
ence pressure p◦ in the ideal gas regime. Integrating
from this reference state to some general state yields the
Helmholtz departure function:

a − a◦ =

∫ a

a◦
da = −

∫ v

v◦
pdv = −

∫ v

∞

pdv −
∫ ∞

v◦
pdv.,

(15)
where the ∞ represents compression from an infinite
molar volume. The R–K EoS is used to substitute for
the pressure in the first integral. The second integral
resides entirely in the ideal gas regime, and hence the
ideal gas EoS is substituted in for the pressure in this
term:

(a − a◦) = −

∫ v

∞

RT
v − b∗mix

dv

+

∫ v

∞

a∗mix

v
√

T (v + b∗mix)
dv −

∫ ∞

v◦

RT
v

dv.
(16)
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After evaluating the integrals, utilizing the fact that
ln(1) = 0, and collecting terms, we arrive at:

(a − a◦) = −RT ln
(

v − b∗mix

v◦

)
−

a∗mix

b∗mix

√
T

ln
(

v + b∗mix

v

) (17)

where v◦ is the reference state volume approximation,
calculated according to the ideal gas assumption at the
adopted reference pressure p◦.

(a − a◦) = −RT ln

 p◦
(
v − b∗mix

)
RT


−

a∗mix

b∗mix

√
T

ln
(

v + b∗mix

v

) (18)

This expression is equivalent to that outlined by Praus-
nitz et al. [48], excepting the p◦ in the first logarithmic
term, which is required to ensure that the term is dimen-
sionless.

The reference state Helmholtz energy a◦i (T ) in Eq. 18
is defined as (u◦k − T s◦k), with the species-specific refer-
ence state internal energy u◦k and entropy s◦k evaluated at
the adopted reference state (an ideal gas at p◦, T , and
chemical composition Xk). In the present study, these
reference properties are calculated using standard-state,
temperature-dependent properties u†k and s†k , which in
turn are evaluated via NASA polynomials [49, 21] (i.e.
u◦k(T, Xk) = u†k(T ), and s◦k(T, Xk) = s†k(T ) − R ln(Xk)).
Once the Helmholtz energy is available via Eq. 18, other
thermodynamic properties such as specific entropy (s),
specific internal energy (u), specific enthalpy (h) and
specific Gibb’s free energy (g) can be calculated easily
using their relationship to the Helmholtz energy.

3.2. Chemical kinetics of real gases

3.2.1. Real gas effects on mass action kinetics
As high-pressure (and hence non-ideal) experiments

and simulations become increasingly relevant in com-
bustion, it is essential that conventions and best prac-
tices are established for the field, to prevent confusion,
error, and miscommunication between researchers. In
this section, we describe the influence of real gas behav-
ior on mass-action kinetics. The rate of progress (ROP,
q̇) for a reversible reaction is written according to mass-
action kinetics as [50, 51]:

q̇ =
1
γ∗

(
kf

∏
Cν′k

ac,k − kr

∏
Cν′′k

ac,k

)
, (19)

where ν′k and ν′′k are the forward and reverse stoichio-
metric coefficients for species k, respectively, kf and kr
are the forward and reverse rate constants, γ∗ is the ac-
tivity coefficient of the activated complex in the tran-
sition state, and Cac,k is the activity concentration of
species k:

Cac,k = αk

[
X◦k

]
, (20)

where αk is the species activity and [X◦k ] is the species
molar concentration (molk m−3) for the adopted ther-
modynamic reference state p◦Xk R−1 T−1, for the current
work). Using the activity coefficient γk, we arrive at:

Cac,k = γk [Xk] , (21)

Note that this can be converted into a number of equiva-
lent forms to represent departure from ideality (such as
the species fugacity fk). For example, the molar con-
centration can be written as:

[Xk] =
pXk

ZRT
, (22)

which results in

Cac,k =
γk pXk

ZRT
. (23)

For an ideal gas, Z = 1 and γk = 1, such that:

Cac,k, Ideal gas =
pXk

RT
. (24)

The concept of the activity concentration is an oft-
neglected aspect of mass-action kinetics, as many stud-
ies adopt some form of the ideal gas standard, setting
γk and/or Z equal to 1. Correctly calculating the activity
concentrations is more than an academic point: the form
used for Cac,k in the law of mass-action determines how
the kinetic parameters kf are fit to experimental data
for a given set of reactions. As Cac,k depends explic-
itly on the adopted thermodynamic reference state (c.f.
Eq. 20), reference states must be communicated clearly
so they can be readily implemented by any researchers
adopting a given reaction mechanism.

Real gas effects on the forward rate constant kf can
be calculated assuming equilibrium with the activated
complex:

kf = k◦Keq,TS, (25)

where k◦ is a function of temperature only and can be
related to the vibrational energy mode that allows disso-
ciation of the activated complex. As described by Fro-
ment and Bischoff, k◦ can be calculated from statistical
mechanics [50]. Keq,TS is the equilbrium constant be-
tween the reactants and the transition state:

Keq,TS =
γ∗ [X∗]∏

k (γk [Xk])ν
′
k
, (26)
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where [X∗] is the molar concentration of the transition
state complex. Similar arguments for kr, plus the as-
sumption of microscopic thermodynamic reversibility,
lead to:

kr =
kf

Keq
, (27)

where Keq is the reaction equilibrium coefficient, de-
fined according to the reference-state species thermo-
dynamics and a function of temperature only. The
rate constants may incorporate real gas effects (Eqs. 25
and 26), but the ratio between kf and kf is not affected
by non-ideality. A derivation for a real gas Keq is given
in the Supplementary Information.

As described previously, dividing by γ∗ in Eq. 19 is
required because the reaction rate is proportional to the
concentration of the transition state, not its activity con-
centration [50]. Tang and Brezisnky outline possible
methods for calculating γ∗ [23], but note that the calcu-
lation is currently infeasible for large-scale simulations.
As in that work, γ∗ = 1 is assumed, here.

3.2.2. Real gas activities: Redlich–Kwong EoS
As established, the activity coefficient is assumed to

be unity for an ideal gas. For a real gas, the activities
and activity coefficients are derived directly from the
EoS. The species activity is defined as proportional to
the departure of the species chemical potential µk from
that of the adopted reference state, µ◦k :

αk = exp
(
µk − µ

◦
k

RT

)
. (28)

The chemical potential departure function µk − µ
◦
k can

be defined relative to the Helmholtz departure function:

µk − µ
◦
k =

(
∂ (nT a − nT a◦)

∂nk

)
T,V,n j,k

, (29)

where nT is the total number of moles and with the dif-
ferentiation carried out at constant temperature, con-
stant volume, and constant number of moles for all
species other than k. In short, combining Eq. 29 with
Eq. 18 gives the following for the chemical potential
departure function:

µk − µ◦k = −RT ln

 p◦
(
v − b∗mix

)
RT

 + RT
(

b∗k
v − b∗mix

)

+
a∗mixb∗k − 2b∗mix

∑
j a∗jkX j

b∗2mix

√
T

ln
(

v + b∗mix

v

)
−

a∗mix

b∗mix

√
T

(
b∗k

v + b∗mix

)
.

(30)

Combined with Eqs. 28 and 21, and keeping in mind the
adopted reference state ([X◦k ] = p◦Xk/RT ), the activity
coefficient γk can therefore be calculated via:

RT ln (γk) = RT ln
(

v
v − b∗mix

)
+ RT

(
b∗k

v − b∗mix

)
+

a∗mixb∗k − 2b∗mix
∑

j a∗jkX j

b∗mix
2
√

T
ln

(
v + b∗mix

v

)
−

a∗mix

b∗mix

√
T

(
b∗k

v + b∗mix

)
.

(31)

The derivation of Eq. 31 is described in greater detail in
the Appendix.

4. Experimental Shock Tube Results

Measured ignition delay times for n-dodecane are
shown in Fig. 2. For the present conditions, the ignition
delay times span 65 to 434 µs and illustrate NTC be-
havior with a transition from low-temperature to NTC
behavior around 850 K and a transition from NTC to
high-temperature behavior around 1000 K. The IDTs
decrease with increasing pressure across the entire tem-
perature domain but with stronger pressure dependence
in the NTC region than at high temperatures. IDTs
for φ=2 mixtures are approximately 50% shorter than
for φ=1. Reduced O2 concentration mixtures show in-
creased IDTs with decreasing O2 concentration, with in-
creased dependence on O2 concentration for NTC tem-
peratures, relative to high temperatures.

While there are no data available within the literature
to directly compare with the present results, the data are
compared in Fig. 3 to shock tube IDT measurements for
n-dodecane at p = 20 atm by Vasu et al. [9] and with re-
sults for n-decane reported at 50 atm by Pfahl et al. [12]
and 80 atm by Zhukov et al. [13]. All the data exhibit
similar temperature dependence and at high pressures
the n-decane and n-dodecane results are in agreement
within the experimental scatter/uncertainty, as expected
based on the similarity of IDTs for large n-alkanes.

5. Modeling Results

5.1. Verification against Chemkin simulation results
Before comparing simulation results with experimen-

tal data, the accuracy of the constant volume, adia-
batic reactor code is first verified against the commer-
cial Chemkin code.2 Both the codes are run with the

2ANSYS, Inc; Canonsburg, PA, USA; www.ansys.com
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Figure 2: Ignition delay measurements for n-dodecane.

Figure 3: Comparison of present ignition delay measurements for sto-
ichiometric n-dodecane/air to previous measurements for n-dodecane
[9] and n-decane [12, 13] from the literature.

ideal gas EoS, at pressures of 40, 60, and 80 atm, and
the pressure and temperature histories are compared. As
shown in Fig. 4, pressure and temperature histories from
the model used in this study (with properties calculated
via Cantera) match exactly with those from Chemkin.

Figure 4: Comparison of (a) pressure and (b) temperature histories for
simulations carried out using Chemkin and Cantera.

5.2. Non-ideal effects on ignition delay times

The shock tube experiments at Rensselaer Polytech-
nic Institute were performed for stoichiometric and rich
n-dodecane/air mixtures at 40, 60, and 80 atm. Simula-
tions at φ=2.0 yielded no new insights regarding real gas
effects, relative to those at φ=1.0; as such, simulation re-
sults are only presented for φ=1.0. In the present study,
we examine the extent of non-ideality in predicted IDTs
via three different thermodynamic and chemical kinetic
implementations:

1. Ideal gas thermodynamics and kinetics:
The ideal gas EoS (Eq. 4) is used for p, T , v, and
thermodynamic calculations, and γk=1 is assumed
for all species (i.e., Eq. 24 is used for the activ-
ity concentrations in Eq. 19). Results are labeled
‘Ideal gas’ in the subsequent figures.

2. Real gas thermodynamics, ideal gas kinetics:
The R–K EoS (Eq. 6) and associated derivations
(Eqs. 18, 30, etc.) are used for p, T , v, and ther-
modynamic calculations, but the chemical kinetic
calculations assume an activity coefficient of unity
for all species (i.e., the species activity concen-
tration is replaced by the species concentration,
Cac, k = [Xk]). Results for this implementation are
labeled ‘R–K ([Xk])’.

3. Real gas thermodynamics and kinetics:
The R–K EoS (Eq. 6) and associated derivations
(Eqs. 18, 30, etc.) are used for p, T , v, and ther-
modynamic calculations, and activity coefficients
γk are calculated via Eq. 31. Results for this im-
plementation are labeled ‘R–K (γk)’.

9

https://doi.org/10.1016/j.combustflame.2017.10.014


Preprint of article published in Combustion and Flame,
https://doi.org/10.1016/j.combustflame.2017.10.014

Figure 5: Ignition delay time as a function of temperature for different
EoS at 40 atm.

Note that the ‘R–K ([Xk])’ model is not thermody-
namically consistent. The species concentrations [Xk] is
calculated as (Xk/v), according to the actual EoS (Eq. 6),
whereas the activity concentrations are calculated using
γk=1. However, in the absence of clearly established
best practices for such calculations, it is an implementa-
tion that might reasonably be applied by researchers to
incorporate real gas effects. The implications of such an
implementation are therefore worth considering.

Figure 5 shows predicted IDTs as a function of tem-
perature for all three models at 40 atm, along with the
experimental shock tube data. IDTs for all three mod-
els correctly match qualitative trends, including conver-
gence toward IDT = 0 µs for T > 1050 K, NTC behav-

Figure 6: Ignition delay time as a function of temperature in the NTC
and high-temperature regions at 60 atm.

Figure 7: Ignition delay time as a function of temperature in the NTC
and high-temperature regions at 80 atm.

ior at intermediate temperatures, and a sharp increase
toward very high IDTs at low temperature. At 40 atm,
the R–K EoS with activity coefficients predicts the ex-
perimental data most accurately. Figures 6 and 7 show
similar comparisons at 60 atm and 80 atm, respectively,
and focus on the NTC and high-temperature regions.
Here, it is difficult to conclude the accuracy of any one
EoS, as all plots lie within the relative uncertainty of the
experiments, which is estimated at ±20%. Regardless,
the real gas effect is approximately 50 µs in the NTC at
all three pressures, which is similar in magnitude to the
experimentally-measured NTC effect. The relative IDT
change due to real gas effecgts in the NTC region is ap-
proximately 10% at 40 atm., and increases to > 30% at
80 atm. As expected, real gas effects become prominent
with decreasing temperature (approximately T < 1000),
as fuel species approach their critical properties, and are
insignificant for T > 1000 K (i.e., (1/T ) < 1.0)

Comparing the two real gas implementations (i.e.,
‘R–K ([Xk])’ and ‘R–K (γk)’), implementing only the
R–K EoS without also considering activity coefficients
(i.e., the ‘R–K ([Xk])’ model) implies that real gas
effects have minimal importance at these conditions.
While the thermodynamically consistent ‘R–K (γk)’
model predicts IDTs lower than the ideal gas case, the
‘R–K ([Xk])’ model predicts a very slight increase in
IDTs, due to real gas effects. Great care must therefore
be taken to develop thermodynamically consistent EoS
implementations, particularly as it relates to species ac-
tivity concentrations for mass-action kinetics.

The differences between the three thermo-kinetic
models are readily explained by considering the mixture
compressibility Z and the species activity coefficients
γk. Because the trends in Figs. 5–7 do not vary strongly
as a function of pressure, subsequent analysis focuses
on a single illustrative case, pin = 40 atm. For the ‘R–K
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([Xk])’ model, the real gas effect is captured entirely by
the compressibility Z and Eq. 23. As discussed below,
the high concentration of N2 means that the mixture be-
haves essentially as an ideal gas. For pin = 40 atm and
Tin = 1000 K, Z ranges from 1.01–1.02, as in Figure 8,
and hence the molar concentrations are 1.02−1–1.01−1

times those of an ideal gas at the same T and p. From
Eq. 19 and 23, the predicted IDTs for the ideal gas and
‘R–K ([Xk])’ models therefore scale very closely with
the compressibility: the ‘R–K ([Xk])’ IDT is 1.015 times
that of the ideal gas simulation, at pin = 40 atm and
Tin = 1000 K. For the ‘R–K (γk)’ implementation, the
activity concentrations are scaled by both Z and γk, as
per Eq. 22. While the compressibility suppresses the ac-
tivity concentrations very slightly, as in the ‘R–K ([Xk])’
case, the activity coefficients are > 1 for the major re-
actants, as shown in Figure 9. The increased γk values
dominate over the small increase in Z, leading to higher
activity concentrations and therefore lower IDTs in the
‘R–K (γk)’ model.

This analysis also helps explain predictions by Tang
and Brezinsky [23], who similarly separate the real gas
effects into ‘p−v−T ’ and ‘kinetic rate parameter’ com-
ponents (as well as an enthalpy effect, which they con-
clude is insignificant). They consider real gas effects on
ethylene profiles at 605 atm, and similarly find that the
p−v−T and kinetic components affect the reaction rates
in opposite ways. The methodologies are slightly differ-
ent in the two studies: Tang and Brezinsky look at real
gas effects on the reverse rate constant kr, whereas our
approach has a constant kr, as shown in the Supplemen-
tary Information, but varies how the activity concentra-
tion is calculated for real gases. Regardless, Tang and
Brezinsky’s findings are consistent with the preceding
discussion of how Z and γk influence combustion prop-
erties. Furthermore, the larger p − v − T effect in the
Tang and Brezinsky results, compared to the insignif-
icant effect in the ‘R–K ([Xk])’ model here, is consis-

Figure 8: Compressibility as a function of time for n-dodecane/air at
Tin = 1000 K, pin = 40 atm, and φ = 1.

Figure 9: Activity coefficients as a function of time for selected
species for Tin 1000 K and pin = 40 atm.

tent with our analysis, given the higher pressure con-
sidered, there: the R–K EoS predicts Z = 1.14 at the
conditions explored by Tang and Brezisnky, compared
to 1.01 ≤ Z ≤ 1.02 in our study.

While real gas effects influence IDTs at these con-
ditions, they are moderated by effect of the bath gas.
Simulations here assume a stoichiometric mixture of
air and n-dodecane, and hence the N2 mole fraction is
78.1%. Therefore, th N2 compressibility ( ≈ 1.0, as in
Table 2) largely dictates the average mixture compress-
ibility. Figure 8 shows the temporal evolution of the
mixture compressibility during combustion, for pin = 40
atm and Tin = 1000 K. Although the initial compress-
ibility of the fuel (C12H26) is 0.85, the average com-
pressibility of the mixture remains near unity during the
entire simulation. Even with varying equivalence ratio,
as in Fig. 10, the N2 bath gas keeps the initial mixture
near the ideal gas regime. Rather than the mixture com-
pressibility, the individual reacting species’ compress-
ibilities and activity coefficients must be considered,
when predicting real gas effects in combustion applica-
tions. Furthermore, real gas effects at supercritical pres-
sures may be even more significant in applications such
as oxy-combustion or fuel pyrolysis, where combustion

Figure 10: Compressibility as a function of equivalence ratio at 40
atm.
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Figure 11: Ignition delay time as a function of temperature at 500 atm.

Figure 12: Comparison of ignition delay time at high pressures.

occurs without any bath gas [52–56]. While beyond the
scope of this work, additional study is required to deter-
mine the impact of non-idealities at elevated pressures
in such applications.

The moderating influence of the bath gas is further il-
lustrated by considering ignition at very high pressures
(500 atm), where the fuel and bath gas are both su-
percritical, with Z > 1.1 for all temperatures explored
above. Fig. 11 shows predicted IDTs for the ‘Ideal gas’
and ‘R–K (γk)’ models. The relative difference between
the IDTs is > 40%, for all temperatures investigated.
This difference is even higher (> 70%) near the NTC
region. Finally, real gas effects at a range of elevated
pressure are summarized in Fig. 12, which shows pre-
dicted IDTs for the ideal gas and R–K EoS for 100 atm
≤ p ≤ 500 atm, with Tin = 1000 K. Consistent with
Figs. 5–7, the difference between the two EoS ranges
from 20 to 50 µs at all pressures. For p ≥ 175 atm, the
overall decrease in IDTs results in predicted ideal gas
IDTs that are 2 to 3 times higher than via the R–K EoS.
Although IDTs at such pressures have not been reported
in the literature, these results motivate additional study
of real gas effects at very high pressures, and demon-
strate how the compressibility of the bath gas at pres-
sures < 100 atm significantly moderate the influence of
real gas effects.

Table 3: Sensitive reactions for formation of CO2, H2O.

# Reaction
1 2 OH + M↔ H2O2 + M
2 CH3 + HO2 ↔ CH3O + OH
3 C2H4 + OH↔ C2H3 + H2O
4 C12H26 + HO2 ↔ C12H25 + H2O2
5 C6H13 ↔ C3H6 + C3H7
6 C6H12OOHO2 ↔ C6H12O3 + OH
7 H2O2 + O2 ↔ 2 H2O
8 C6H12OOH↔ C6H12O + OH
9 C4H9 ↔ C3H6 + CH3
10 C12H26 + O2 ↔ C12H25 + HO2

5.3. Chemical kinetics and sensitivity analysis

It is important to acknowledge the significant in-
fluence of the adopted thermo-kinetic mechanism on
model-predicted IDTs. Typically, reaction mechanisms
are developed and validated under ideal-gas assump-
tions, but are expected to be applied to different reac-
tor systems with varying pressures and temperatures.
The effect of pressure can be introduced via ‘pressure
dependent’ reactions using Chebyshev representations,
but because rate expressions also include the concentra-
tion and activity dependencies of individual species, a
kinetic mechanism’s accuracy may vary across a wide
range of non-ideal conditions.

While the net ROPs may therefore be inaccurate de-
pending on the EoS used, detailed reaction mechanisms
frequently contain thousands of reactions steps among
hundreds of species. The difference in net production
rates with varying EoS may not be important for all
species and all reaction steps. For the given n-dodecane
mechanism, a sensitivity analysis was therefore per-
formed using Chemkin software, to determine key rate-
limiting reactions. For these key reactions, listed in Ta-
ble 3, we then compared rates of progress between the
Ideal gas’ and ‘R–K (γk)’ implementations. All results
presented in this section were calculated at the time of
ignition, with initial conditions T=1000 K and p=40
atm.

As seen in Table 3, reactions containing higher
carbon compounds and certain Hydrogen compounds
(H2O, H2O2, OH, HO2) are important for accurate IDT
predictions. Among these, the largest absolute dif-
ferences in the net production rates between the three
thermo-kinetic implementations are observed for reac-
tions 1–3, as shown in Figure 13. For all three reactions,
the ‘R–K (γk)’ rates of progress have larger magnitudes
than those from the ideal gas implementation.

Figure 14 shows relative ROP differences between
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Figure 13: Absolute net ROP differences for selected reactions be-
tween ideal gas and R–K (γk) models, at the time of ignition. Tin =

1000 K, pin = 40 atm.

the ‘Ideal gas’ and ‘R–K(γk)’ implementations, calcu-
lated as:

∆ROPrel(%) = 100 ×
∣∣∣∣∣ROPideal − ROPreal

ROPideal

∣∣∣∣∣ . (32)

Although reactions 1–3 show significant absolute dif-
ferences in ROP for three implementations, these same
reactions have comparatively small relative differences.
Instead, reactions 4 and 10, which contain n-dodecane
fuel, show the largest relative differences. This is ex-
pected, since n-dodecane is non-ideal (Z , 1) at the
given operating conditions, leading to differences in the
n-dodecane activity concentration between the ideal gas
and R–K EoS.

In addition to the highly sensitive reactions in Ta-
ble 3, if progress rates for all 432 reactions are com-
pared, reactions with higher hydrocarbons and aromatic
compounds have the largest ∆ROPrel values. Some of
these reactions are listed in Table 4, and ∆ROPrel val-
ues are shown in Fig. 15. The compressibilities for ma-
jor species in these reactions are plotted in Fig. 16, and
show significant departure from Z = 1 during combus-
tion. While real gas effects are therefore more signif-
icant for the reactions in Table 4 than for those in Ta-
ble 3, the mole fractions of the intermediate species

Figure 14: Relative differences between net ROP of ideal gas model
and R–K model, at the time of ignition. Tin = 1000 K, pin = 40 atm.

Table 4: Reactions exhibiting on maximum relative difference in ROP.

# Reaction
11 C4H5 + C2H↔ C6H6
12 C12H25 + HO2 → C12H26 + H2O2
13 C12H26 + H2O2 → C12H25 + HO2
14 C12H25 + HO2 ↔ C12H26 + O2
15 C12H25O2 + O2 ↔ C12H24O3 + OH
16 C12H26 + CH3 → C12H25 + CH4
17 C12H25 + CH4 → C12H26 + CH3
18 C10H21O2 + O2 ↔ C10H20O3 + OH
19 C10H20O3 → OH + CH3CO + C17H15CHO
20 C10H20O3 → OH + C2H5CO + C6H13CHO

Figure 15: Relative differences between net ROP of ideal gas model
and R–K model, at the time of ignition. Tin = 1000 K, pin = 40 atm.

in Fig. 16 are very small, and as such these species
don’t have a significant impact on the overall mixture
compressibility. This implies that, although not specif-
ically considered here, real gas effects should be more
significant for chemical processes in which molecular
weight growth is important (e.g., hydrocarbon pyrolysis
reactions). Regardless, these results demonstrate that
non-ideal behavior for species participating in key rate-
limiting reaction steps can have a significant impact on
combustion dynamics, regardless of the average mixture
compressibility.

Figure 16: Individual compressibilities of few intermediate species.
Tin = 1000 K, pin = 40 atm.
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6. Conclusions

The objective of this research article is to explore pos-
sible non-idealities introduced in high-pressure shock
tube reactors and demonstrate the magnitude of their
effects on ignition characteristics. A shock tube re-
actor, when operated at trans-critical and supercriti-
cal pressures, shows real gas effects on ignition de-
lay and NTC regions, primarily due to the impact of
non-idealities on species activities and their subsequent
impact on chemical reaction rates. Many intermedi-
ate, short-lived species during combustion, especially
higher carbon number and cyclic compounds, deviate
significantly from ideal gas behavior. While the con-
tribution of these species to the average compressibility
of the mixture is very low, due to the high mole frac-
tion of the bath gas, the departure from ideal behavior
for these species has a significant effect on the ignition
characteristics. These results demonstrate that the aver-
age mixture compressibility is not a sufficient metric for
evaluating the importance of real gas effects in combus-
tion applications.

Shock tube simulations are compared to new ignition
delay time measurements for n-dodecane performed at
(40 atm < p < 80 atm) and for temperatures (774 K
< T < 1163 K) spanning the low-temperature, NTC,
and high-temperature regimes. These measurements
are the first data for n-dodecane carried out at the very
high pressures found in compression-ignition engines
and next-generation gas turbines.

Under the operating conditions studied here, incor-
porating non-idealities decreases the predicted ignition
times by approximately 20% between the R–K and ideal
gas EoS simulations at a pressure of 40 atm. Although
the non-ideal effects are moderate at 40 atm, they in-
crease in significance at elevated operating pressures.
At p=80 atm, the relative difference between ideal and
real gas EoS predicted ignition delay times is roughly
50% in the NTC region. Moreover, this study high-
lights the fact that the chemical reaction rates should
be expressed in a thermodynamically consistent man-
ner. In other words, activity concentration expressions
should be derived from the thermodynamic EoS, rather
than adopting the ideal gas convention (i.e., using molar
concentration as a stand-in for the activity concentra-
tion).

Finally, it is imperative that real gas effects are con-
sidered during the development of new kinetic mecha-
nisms. For key intermediate species present at low rel-
ative concentrations, net production rates may vary sig-
nificantly between ideal and real gas EoS. Hence, the
applicability of these kinetic reaction mechanisms rely

on choosing a suitable equation of state to determine the
rate constants and their temperature and pressure depen-
dencies.
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Appendix A. Supplementary Material

Appendix A.1. Tabulated Ignition Delay Measurements

Table A.1: Ignition delay time measurements for stoichiometric n-dodecane/air mixtures.

p [atm] T [K] τ [µs] p [atm] T [K] τ [µs] p [atm] T [K] τ [µs]
44.2 772 417 61.1 827 209 76.5 797 195
43.0 788 407 62.7 862 169 83.3 846 144
43.9 813 273 59.6 899 188 73.7 860 127
42.3 829 257 62.7 927 190 78.9 879 148
43.3 875 242 61.9 933 228 75.7 892 137
38.7 884 310 55.0 976 247 84.5 928 160
42.7 912 316 56.5 998 215 80.4 962 150
39.6 952 303 59.8 1030 149 77.2 1023 141
39.2 985 332 57.6 1069 120 81.8 1060 97
41.4 1023 260 64.6 1088 105
38.3 1048 192 61.6 1121 70
39.5 1063 179
36.5 1130 108
38.0 1161 65

Table A.2: Ignition delay time measurements for φ = 2.0 n-dodecane/air mixtures.

p [atm] T [K] τ [µs] p [atm] T [K] τ [µs]
39.0 800 256 62.6 818 202
38.8 801 253 61.5 851 147
38.3 811 230 60.6 888 154
41.4 836 209 59.7 926 155
43.2 846 191 61.1 967 178
42.2 925 234 58.2 983 172
37.8 932 250 57.4 1037 121
40.7 997 246 57.9 1086 78
36.3 1028 185 59.8 1101 75
36.9 1086 128
38.6 1119 82

Appendix A.2. Publicly available, open source software tools

The shock tube reactor code used in this work will be made publicly available as part of the open-source Cantera
software package, both as a Jupyter-notebook [57] style tutorial [58], as as a self-contained downloadable Python [59]
module which can be edited and extended by the interested reader [60].

Appendix A.3. Deriving the real gas equilibrium constant Keq

Relating the forward and reverse rate constants in any reaction is achieved by assuming thermodynamic reversibility
and requiring that the thermodynamic equilibrium state is identical to the kinetic equilibrium condition.

Thermodynamic equilibrium is evaluated according to ∆Gi, the Gibbs free energy of reaction i:

∆Gi =
∑

k

νk,iµk =
∑

k

νk,iµ
◦
k + RT ln

∏
k

α
νk,i

k

 = ∆G◦i + RT ln

∏
k

γk [Xk][
X◦k

] νk,i
 , (A.1)
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Table A.3: Ignition delay time measurements for stoichiometric n-dodecane/air mixtures at O2 concentrations of 15 and 13 mol-%.

0.811% n-dodecane/15% O2/N2 0.703% n-dodecane/13% O2/N2

p [atm] T [K] τ [µs] p [atm] T [K] τ [µs]
63.7 837 347 64.7 838 434
61.5 876 297 63.6 870 354
62.7 901 299 62.3 925 416
64.3 944 344 62.6 945 453
59.9 986 373 60.9 975 446
58.9 1009 275 59.9 1010 352
61.2 1059 188 61.2 1054 229
57.8 1075 141 59.3 1078 181
57.5 1109 114 57.8 1109 140

58.5 1136 91

∆Gi = ∆G◦i + RT ln

∏
k

 γkXk
p◦Xkv

RT

νk,i
 = ∆G◦i + RT ln

∏
k

(
γkRT
p◦v

)νk,i
 (A.2)

∆Gi = ∆G†i + RT ln
∏

k

(Xk)νk,i + RT ln

∏
k

(
γkRT
p◦v

)νk,i
 (A.3)

∆Gi = ∆G†i (T ) + RT ln

∏
k

γkXk
p◦v
RT

νk,i
 , (A.4)

where ∆G†i (T ) is the temperature-dependent standard state Gibbs free energy of reaction i, calculated from NASA
polynomial inputs, and where νk,i is the net stoichiometric coefficient for species k in reaction i, νk,i = ν′′k,i − ν

′
k,i.

The chemical equilibrium condition is evaluated according to the net rate of progress for reaction i:

q̇i =
1
γ∗i

(
kf,i

∏
C
ν′k,i
ac,k − kr,i

∏
C
ν′′k,i
ac,k

)
. (A.5)

q̇i =
1
γ∗i

(
kf,i

∏
(γk [Xk])ν

′
k,i − kr,i

∏
(γk [Xk])ν

′′
k,i

)
(A.6)

q̇i =
1
γ∗i

(
kf,i

∏(
γkXk

v

)ν′k,i
− kr,i

∏(
γkXk

v

)ν′′k,i)
(A.7)

At equilibrium, q̇i must equal zero:

q̇i = 0 =
1
γ∗i

(
kf,i

∏(
γkXk

v

)ν′k,i
− kr,i

∏(
γkXk

v

)ν′′k,i)
(A.8)

Therefore:

kf,i

∏(
γkXk

v

)ν′k,i
= kr,i

∏(
γkXk

v

)ν′′k,i
, (A.9)

and

Keq,i =
kf,i

kr,i
=

∏(
γk Xk

v

)ν′′k,i∏(
γk Xk

v

)ν′k,i =
∏

k

(
γkXk

v

)νk,i

(A.10)

Additionally, from thermodynamic equilibrium, ∆Gi = 0:

∆Gi = ∆G†i (T ) + RT ln

∏
k

γkXk
p◦v
RT

νk,i
 = 0. (A.11)
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Therefore: ∏
k

γkXk
p◦v
RT

νk,i

= exp

−∆G†i (T )
RT

 , (A.12)

and ∏
k

(
γkXk

v

)νk,i

= exp

−∆G†i (T )
RT

∏
k

(
p◦

RT

)νk,i

= exp

−∆G†i (T )
RT

 ( p◦

RT

)∑
k νk,i

(A.13)

Combining Eqs. A.10 and A.13, we get:

Keq,i =
kf,i

kr,i
= exp

−∆G†i (T )
RT

 ( p◦

RT

)∑
k νk,i

. (A.14)

Regardless of any possible real gas effects on the individual rate constants kf,i and kr,i, we see that the ratio between
the constants depends on temperature only. Note that this form is generally applicable to ideal and real gasses, but is
equal to the commonly-used Kc coefficient only if an ideal gas is assumed.

Appendix A.4. Derivation of Redlich–Kwong Species Activity Coefficients

For the interested reader, we present a detailed derivation of the species activity coefficients presented in Eq. 31,
above. The approach combines the Helmholtz energy departure function (Eq. 18), the definition of the chemical
potential departure function (Eq. 29), and the definition of the activity coefficient (Eqs. 21 and 28). To make the
derivative simpler, we first multiply Eq. 18 by nT and convert molar volume v to total volume V = nT v (because the
differentiation in Eq. 29 is carried out at constant total volume):

nT (a − a◦) = −RTnT ln

 p◦
(
V − nT b∗mix

)
nT RT

 − nT a∗mix

b∗mix

√
T

ln
(

V + nT b∗mix

V

)
, (A.15)

which can be re-written as:

nT (a − a◦) = −RTnT ln
(

p◦V
nT RT

)
− RTnT ln

(
V − nT b∗mix

V

)
−

nT a∗mix

b∗mix

√
T

ln
(

V + nT b∗mix

V

)
. (A.16)

Let us then move the thermodynamic reference state total Helmholtz energy nT a◦ =
∑

i ni

(
a†i + RT ln Xi

)
to the right-

hand side:

nT a =
∑

i

ni

(
a†i + RT ln Xi

)
− RTnT ln

(
p◦V

nT RT

)
− RTnT ln

(
V − nT b∗mix

V

)
−

nT a∗mix

b∗mix

√
T

ln
(

V + nT b∗mix

V

)
, (A.17)

where a†i is the standard-state, temperature-dependent molar Helmholtz energy for species i. This can be re-arranged
as:

nT a =
∑

i

nia
†

i − RT
∑

i

niRT ln
(

p◦V
niRT

)
− nT RT ln

(
V − nT b∗mix

V

)
−

nT a∗mix

b∗mix

√
T

ln
(

V + nT b∗mix

V

)
. (A.18)

Before taking the derivative, it is convenient to first establish that:

∂a∗mix

∂nk
=

2
(∑

j a∗jkX j − a∗mix

)
nT

, (A.19)

and:

∂b∗mix

∂nk
=

b∗k − b∗mix

nT
, (A.20)
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which follow directly from the fact that ∂nT
∂nk

= 1 and therefore:

∂X j

∂nk
=

 n−1
T −

nk

n2
T

= 1−Xk
nT

: j = k

−
n j

n2
T

= −
X j

nT
: j , k.

(A.21)

With this established, we can now take the derivative of Eq. A.18:

µk =

(
∂ (nT a)
∂nk

)
T,V,n j,k

= a†k − RT ln
(

p◦V
nkRT

)
+ RT − RT ln

(
V − nT b∗mix

V

)
+ nT RT

b∗k
V − nT b∗mix

−
a∗mix

b∗mix

√
T

ln
(

V + nT b∗mix

V

)
−

2
(∑

j a∗jkX j − a∗mix

)
b∗mix

√
T

ln
(

V + nT b∗mix

V

)

+
a∗mix

(
b∗k − b∗mix

)
b∗2mix

√
T

ln
(

V + nT b∗mix

V

)
−

nT a∗mix

b∗mix

√
T

b∗k
V + nT b∗mix

.

(A.22)

Collecting terms, and converting V back to nT v:

µk = a†k + RT + RT ln (Xk) − RT ln

 p◦
(
v − b∗mix

)
RT

 + RT
b∗k

v − b∗mix
−

a∗mix

b∗mix

√
T

(
b∗k

v + b∗mix

)

+
a∗mixb∗k − 2b∗mix

∑
j a∗jkX j

b∗2mix

√
T

ln
(

v + b∗mix

v

)
.

(A.23)

Recalling that µ†k = a†k + RT and µ◦k = µ†k + RT ln (Xk):

µk − µ
◦
k = −RT ln

 p◦
(
v − b∗mix

)
RT

 + RT
(

b∗k
v − b∗mix

)
−

a∗mix

b∗mix

√
T

(
b∗k

v + b∗mix

)

+
a∗mixb∗k − 2b∗mix

∑
j a∗jkX j

b∗2mix

√
T

ln
(

v + b∗mix

v

)
.

(A.24)

Finally, we utilize the definition of the activity coefficient:

µk − µ
◦
k = RT ln (αk) = RT ln

γk [Xk][
X◦k

] 
= RT ln (γk) + RT ln

 [Xk][
X◦k

] 
= RT ln (γk) + RT ln

(Xk

v

)
− RT ln

(
p◦Xk

RT

)
= RT ln (γk) − RT ln

(
p◦v
RT

)
,

(A.25)

to calculate RT ln (γk):

RT ln (γk) = RT ln
(

p◦v
RT

)
− RT ln

 p◦
(
v − b∗mix

)
RT

 + RT
(

b∗k
v − b∗mix

)
−

a∗mix

b∗mix

√
T

(
b∗k

v + b∗mix

)

+
a∗mixb∗k − 2b∗mix

∑
j a∗jkX j

b∗2mix

√
T

ln
(

v + b∗mix

v

)
.

(A.26)
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This can be rearranged to provide:

RT ln (γk) = RT ln
(

v
v − b∗mix

)
+RT

(
b∗k

v − b∗mix

)
+

a∗mixb∗k − 2b∗mix
∑

j a∗jkX j

b∗mix
2
√

T
ln

(
v + b∗mix

v

)
−

a∗mix

b∗mix

√
T

(
b∗k

v + b∗mix

)
, (A.27)

which we can see is identical to Eq. 31.
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