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ABSTRACT

One of the main challenges for full-waveform inversion
(FWI) is taking into account both anisotropy and elasticity.
Here, we perform elastic FWI for a synthetic 2D VTI (trans-
versely isotropic with a vertical symmetry axis) model based
on the geologic section at Valhall field in the North Sea.
Multicomponent surface data are generated by a finite-differ-
ence code. We apply FWI in the time domain using a multi-
scale approach with three frequency bands. An approximate
inverse Hessian matrix, computed using the L-BFGS-B
algorithm, is employed to scale the gradients of the objective
function and improve the convergence. In the absence of sig-
nificant diving-wave energy in the deeper part of the section,
the model is updated primarily with reflection data. An
oblique displacement source, which excites sufficiently inten-
sive shear waves in the conventional offset range, helps
provide more accurate updates in the Shear-wave vertical
velocity, especially in the shallow layers. We test three model
parameterizations, which exhibit different radiation patterns
and, therefore, create different parameter trade-offs. Whereas
most examples are for a constant-density model, we also gen-
erate a density field using Gardner’s relationship and invert
for the density along with the velocity parameters. The param-
eterizations that combine velocities and anisotropy coeffi-
cients generally yield superior results to the one that
includes only velocities, provided that a reasonably accurate
initial model is available.

INTRODUCTION

Full-waveform inversion (FWI), as originally proposed by Taran-
tola (1984), is designed to estimate an earth model that minimizes the

difference between the observed and simulated seismic wavefields.
The main advantage of this method is the possibility of achieving
high resolution by employing the phase and amplitude information
contained in the recorded waveforms.
In the initial stages of FWI, it is common to operate with diving-

wave energy to update the long-wavelength (or smoothly varying)
component of the velocity model. The multiscale approach of
Bunks et al. (1995) is typically used to ensure that the inversion
algorithm does not get trapped in a local minimum. Once an accu-
rate background model has been obtained, reflection events can be
incorporated to improve the vertical resolution of the model.
When FWI is performed for anisotropic media, it is typically

done in the acoustic approximation. Plessix and Cao (2011),
Gholami et al. (2013b), and Alkhalifah and Plessix (2014) discuss
the sensitivity of the FWI objective function to different parameters
of acoustic VTI media, where P-wave propagation is controlled
by three Thomsen parameters — the vertical velocity VP0 and
the anisotropy coefficients ϵ and δ. They apply FWI for various
combinations of VP0, the P-wave normal moveout (NMO)
(Vnmo ¼ VP0

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2δ

p
), and horizontal (Vhor ¼ VP0

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2ϵ

p
) veloc-

ities and the anisotropy coefficients ϵ, δ, and η ¼ ðϵ − δÞ∕ð1þ 2δÞ.
Optimal parameterization for FWI depends on acquisition geometry,
the data used for the inversion (diving waves or reflection events),
and type of model updates (simultaneous or hierarchic). Although
the acoustic approximation is computationally efficient, it cannot
properly model reflection amplitudes and handle shear- and mode-
converted waves.
Lee et al. (2010) perform FWI of synthetic surface data for 2D

elastic VTI media but describing the model in terms of the stiffness
coefficients leads to ambiguity in their results. Sears et al. (2008)
develop a methodology to invert multicomponent ocean-bottom
cable (OBC) data from isotropic elastic media for short and inter-
mediate length-scale P- and S-wave velocities. Application of this
approach to FWI of field data recorded at Alba Field, UK, is pre-
sented by Sears et al. (2010). Elastic FWI is employed by Prieux
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et al. (2013) to invert hydrophone and OBC data from the Valhall
field in the North Sea. Although their modeling operator accounts
for anisotropy, the inversion algorithm updates only the P- and S-
wave vertical velocities. Vigh et al. (2014) carry out elastic isotropic
FWI of a data set from the Gulf of Mexico. Their algorithm inverts
pressure records along with the vertical and horizontal displace-
ments recorded in the OBC survey.
Kamath and Tsvankin (2013) perform elastic FWI of multi-

component data from a horizontally layered VTI model. They show
that it is possible to estimate the parameters VP0, ϵ, δ, and the S-
wave vertical velocity VS0 even for offset-to-depth ratios close to
unity, primarily because the algorithm accurately models reflection
coefficients. The gradients of the FWI objective function for elastic
arbitrarily anisotropic media are presented by Kamath and Tsvankin
(2016). They develop a methodology for FWI in 2D elastic VTI
media and apply their algorithm to multicomponent data for models
with Gaussian anomalies in the Thomsen parameters. Kamath
and Tsvankin (2016) also obtain general expressions for “radiation”
(i.e., sensitivity) patterns of model parameters for elastic anisotropic
FWI and use this formalism to explain their numerical results. How-
ever, optimizing parameterization remains a key issue in FWI,
especially for anisotropic media.
Here, we analyze parameter resolution and trade-offs in the in-

version of multicomponent surface data generated for a realistic 2D
elastic VTI model based on the geologic section at the Valhall field.
The paper begins with a review of the inversion methodology based
on the algorithm of Kamath and Tsvankin (2016). Then, we de-
scribe the model used to generate the wavefield and the processing
steps applied to the simulated data. A multiscale approach is used to
perform FWI in three frequency bands. We discuss the inversion
results obtained for different model parameterizations and explain
them in terms of the radiation (sensitivity) patterns.

METHODOLOGY

Inversion methodology

We carry out FWI in the time domain by minimizing the follow-
ing objective function:

F ¼ 1

2

XN
r¼1

kuðxr; tÞ − dðxr; tÞk2; (1)

whereN is the number of receivers, uðxr; tÞ is the displacement com-
puted for a trial model at receiver location xr and time t, and dðxr; tÞ
is the recorded displacement. Summation over shots is implied. The
gradient ofF with respect to the stiffness coefficients cijkl is obtained
using the adjoint-state method (Kamath and Tsvankin, 2016):

∂F
∂cijkl

¼ −
ZT
0

∂ui
∂xj

∂ψk

∂xl
dt; (2)

where u and ψ are the forward and adjoint displacement fields, re-
spectively. The gradient for all model parameters mn except for den-
sity (the derivative ∂F∕∂ρ is given by equation A-22) can be found as

∂F
∂mn

¼
X
ijkl

∂F
∂cijkl

∂cijkl
∂mn

: (3)

Signatures of P- and SV-waves in VTI media are governed by four
independent parameters. Here, we define the model using three dif-
ferent parameter sets. Parameterization I (Kamath and Tsvankin,

2013) includes the velocities VP0, VS0, Vnmo, and Vhor; parameter-
ization II consists of the squared velocities V2

nmo and V2
S0, ð1þ 2ηÞ,

and ð1þ 2δÞ; parameterization III is a combination of the squared
velocities V2

hor and V
2
S0, ð1þ 2ηÞ, and ð1þ 2ϵÞ. The last two param-

eter sets (without V2
S0) were suggested and analyzed for acoustic

VTI media by Alkhalifah and Plessix (2014). The velocities in pa-
rameterizations II and III are normalized by their respective initial
values, which makes the corresponding parameters dimensionless
and reduces them to same order of magnitude as the anisotropy
coefficients. Including density as a model parameter makes the ob-
jective function highly nonlinear (Kamath and Tsvankin, 2013), so
here, density is fixed at the actual value. The gradients of the objec-
tive function (equation 1) for each parameterization are given in
Appendix A.
A 2D elastic finite-difference modeling code from the Madagas-

car package is used to generate the data. To obtain the model update
at each iteration, the gradient is scaled by a factor that can be chosen
in different ways. In the widely used steepest-descent method, the
scaling factor is set equal to the step length, which does not account
for the energy loss due to geometric spreading. In the absence of a
Hessian term (or its approximation), the gradient is too large near
the sources and receivers, which complicates velocity estimation.
Therefore, the gradients at the source and receiver locations have to
be masked to ensure meaningful model updates. In addition, the
steepest-descent technique could produce slow convergence if the
objective function has a long and narrow “valley.”
The problems associated with the steepest-descent algorithm can

be circumvented by applying the Gauss-Newton method and com-
puting the model update Δm from

Δm ¼ α½H�−1G; (4)

where α is the step length, H is the Hessian operator and G is the
gradient of the objective function, whose derivatives are defined in
equation 3. Computation of the Hessian, however, is extremely ex-
pensive. The Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm
or its low-memory equivalent (L-BFGS) is often used to obtain an
approximate Hessian. Here, we use the L-BFGS-B (bounded) pack-
age of Byrd et al. (1995) to compute the operator H and update the
model from equation 4.

Synthetic model and data processing

The synthetic model used here is based on the VTI parameters
estimated for the Valhall field in the North Sea (Munns, 1985). The
VP0 field (Figure 1a) includes low-velocity gas layers above the
reservoir, which is located at a depth of 2.5 km. The original model
is sampled every 3.125 m in the horizontal and vertical directions.
However, to reduce computational time in the finite-difference mod-
eling, the grid spacing here is increased to 20 m. Although the origi-
nal Valhall model has a water column on top, we make the entire
section elastic and clip the S-wave velocity VS0 so that its minimum
value near the surface is equal to 700 m∕s.
Multicomponent synthetic data are generated by a horizontal ar-

ray of displacement sources (their orientation is specified below)
placed with an 80 m increment at a depth of 20 m. The receivers
are located at every grid point at the same depth (20 m). The source
signal is a Ricker wavelet with a peak frequency of 3.5 Hz. We use
absorbing boundary conditions at the surface and, hence, do not
generate surface-related multiples or ground roll.

C164 Kamath et al.
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To better understand the wavefield, we shoot a fan of diving (re-
fracted) rays from two source locations using a VTI ray-tracing pro-
gram (sfrays2a) in Madagascar (Figure 2). Most of the P-wave
diving-wave energy is limited to depths down to 1.5 km, although
shots at the edges of the survey produce diving waves that penetrate

down to approximately 2.5 km. In addition to diving waves, we
record reflections from the shallow gas layers, which should allow
us to achieve relatively high spatial resolution for the top 1.5 km of
the section. The laterally extended version of this model in Gholami
et al. (2013a) makes it possible to acquire diving waves from the
layer immediately above the reservoir, where our model produces
only reflections.
The actual fields of the velocities VP0, VS0, Vnmo, and Vhor are

smoothed (using a triangular filter with a radius of 10 samples, ap-
plied three times) to generate the initial model for FWI using pa-
rameterization I (Figure 3). The initial models for parameterizations
II and III are computed from the initial velocities in Figure 3. The
vertical variation of the actual coefficient δ is much smoother than
that of ϵ, which has large jumps at depths of 1.7 and 2.2 km. Hence,
the difference between the initial and actual ϵ- and η-fields reaches
maximum values of approximately 0.08 (Figures 4e and 4g, respec-
tively), whereas the initial δ is more accurate. However, the devia-
tions of the initial ϵ, η, and δ-fields from the actual models are
relatively small.
The L-BFGS-B implementation requires putting bounds on the

model parameters, so each velocity is bounded by its minimum and
maximum values for the actual model. As mentioned above, FWI is
applied with the actual density field. We carry out the inversion using

a) c)

b) d)

Figure 1. Parameters (a) VP0, (b) VS0, (c) ϵ, and (d) δ of a synthetic
model based on sections from the Valhall field. The velocities here
and in the subsequent plots have units of km∕s.

a) b)

Figure 2. Fans of rays from sources at (a) x ¼ 0 km and
(b) x ¼ 4.4 km superimposed on the actual VP0 field.

a) c)

b) d)

Figure 3. Initial model for the velocities (a) VP0, (b) VS0, (c) Vnmo,
and (d) Vhor.

a) e)

b) f)

c)

d)

g)

Figure 4. Difference between the actual and initial models: (a) VP0,
(b) VS0, (c) Vnmo, (d) Vhor, (e) ϵ, (f) δ, and (g) η.

Elastic FWI in 2D VTI media C165
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a multiscale approach with the following frequency bands: 0–3, 0–5,
and 0–7 Hz. The inversion results for each frequency band provide
the initial models for the next (higher frequency) band. For this range
of frequencies, FWI is unlikely to resolve some high-resolution fea-
tures of the actual velocity fields (Figure 4a–4d). Although including
higher frequencies should improve resolution, we restrict the fre-
quency range to reduce the computational cost.

NUMERICAL TESTS

Parameterization I (VP0, VS0, Vnmo, Vhor)

The first test is performed for parameterization I with the wave-
field generated by vertical displacement sources. Figure 5 illustrates
the improvement in data fit between the initial and inverted models
for the 0–5 Hz frequency band.

Figures 6a and 7a indicate that the shallow-gas
layers are generally well delineated by low-veloc-
ity anomalies in the updated VP0-field. However,
lack of frequencies above 7 Hz in the data limits
the spatial resolution of the inverted VP0 and re-
sults in errors at depths of about 1.2, 2.2, and
2.5 km (Figure 7a). The relatively low amplitude
of shear waves produced by a vertical source does
not allow the algorithm to properly update VS0

(Figure 7b). Although the inverted velocity
Vnmo matches the trend of the actual curve more
closely than the initial model (Figure 7c), the spa-
tial resolution in Vnmo is lower than that for VP0

(compare Figures 6a and 6c), with noticeable de-
viations at depths of 1.2, 1.5, 2.2, and 2.5 km. The low-frequency
trend of the Vhor field, especially at depths of 1.5, 1.8, 2, and
2.2 km, closely resembles the actual curve (Figure 7d).
The P-wave radiation patterns (see Appendix B) of the model

parameters (Figure 8a) can help explain the obtained results (Ka-
math and Tsvankin, 2016). A VP0-anomaly on a horizontal reflector
scatters P-wave energy mostly near the vertical symmetry axis,
which results in a relatively high vertical resolution of the updated
VP0 field (Wu and Toksöz, 1987). In the case of an anomaly in Vhor,
most of the energy is scattered near the horizontal isotropy plane,
which explains why the updates in the horizontal velocity are mostly
confined to the middle part of the model probed by large-angle re-
flections. Diving waves and large-angle reflections are largely
responsible for long-wavelength updates, whereas conventional-off-
set reflections improve the spatial resolution of the model (Wu and
Toksöz, 1987). The resolution provided by diving waves in FWI (typ-
ically on the order of a wavelength) is, however, higher than that ob-
tained from traveltime tomography, in which the resolution is limited
by the first Fresnel zone (Williamson, 1991). Overall, the velocity
Vhor is estimated with a higher accuracy compared with Vnmo but
has a lower spatial resolution than VP0 and Vnmo.

The maximum energy of P-waves scattered by
a Vnmo-anomaly (Figure 8) is only about 25% of
that for VP0 and is focused at opening angles near
90° (which correspond to incidence angles of
about 45°). Therefore, the algorithm cannot up-
date Vnmo at depths below 2.4 km. Scattering by
an anomaly in VS0 has a pattern similar to that in
Vnmo, which causes a trade-off between the two
velocities. The radiation patterns in Figures 8, 9,
and 10 assume a background VP∕VS-ratio of two,
for which the energy scattered by an anomaly in
VS0 is higher than that for Vnmo. However, for the
model used in this paper, the VP0∕VS0-ratio
reaches values of up to three between the depths
of 0.5 and 2.5 km. The increase in the VP0∕VS0-
ratio reduces the magnitude of the VS0-radiation
pattern, which leads to a more significant trade-

a) c)

b) d)

Figure 6. Inverted velocities (a) VP0, (b) VS0, (c) Vnmo, and (d) Vhor
for parameterization I. The data were generated by an array of ver-
tical displacement sources.

a) b) c) d)

Figure 7. Actual (black), initial (magenta), and inverted (green) velocities for param-
eterization I: (a) VP0, (b) VS0, (c) Vnmo, and (d) Vhor. The data were generated by an array
of vertical displacement sources. The profiles here and in the subsequent plots are dis-
played at location x ¼ 3.5 km.

a) b) c)

Figure 5. (a) Horizontal and (b) vertical displacement components of the difference
between the observed data and those computed for the initial model in the 0–5 Hz fre-
quency range. The (c) horizontal and (d) vertical components of the difference between
the observed data and those computed for the inverted model. The data are generated by
an array of vertical displacement sources. The displacement components are plotted on
the same scale.
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off between VS0 and Vnmo and inaccurate updates
in VS0 from the P-wavefield. Based on the S-wave
radiation patterns (Figure 8b), we expect signifi-
cant updates in the VS0-field from near- and
far-offset shear-wave data. However, a vertical
displacement source does not generate sufficiently
intensive shear waves in the recorded offset range,
which suppresses updates in VS0.
One of the advantages of parameterization I is

the insignificant trade-off between the velocities
VP0 and Vhor. The P-wave radiation patterns
(Figure 8a) suggest that near-offset data are
largely responsible for updating the VP0-field,
whereas long-offset data and diving waves should
help constrain Vhor. However, the inversion results
for Vhor are satisfactory only in the shallow region
(above 2 km), for which the offset-to-depth ratio is
sufficiently large. Hence, if long-offset data (with
the offset-to-depth ratio of two or more) are avail-
able, diving waves can be inverted for an accurate
low-wavenumber Vhor-field. In the deeper layers,
the estimates of Vhor and the parameter ϵ (ob-
tained from the relation Vhor ¼ VP0

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2ϵ

p
) are

unsatisfactory. Likewise, the updates in Vnmo have
a lower magnitude and vertical resolution com-
pared with those in VP0, thereby resulting in the
distorted δ field computed from the equation
Vnmo ¼ VP0

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2δ

p
.

Overall, parameterization I helps resolve the P-
wave vertical velocity VP0, but the other Thomsen
parameters for our synthetic survey are not well-
constrained. There is no trade-off between VP0

and the other velocities for relatively small open-
ing angles, which ensures accurate VP0 updates.
Hence, if only conventional-offset data (with the
maximum offset-to-depth ratio close to unity) are
available, it is advantageous to invert for VP0 us-
ing parameterization I.
Next, we perform FWI for data generated with

an oblique displacement source, whose vertical
and horizontal components are equal. If the sub-
surface layer is isotropic, the maximum of the
source radiation pattern is in the direction of
the source for P-waves and orthogonal to it for
SV-waves (Figure 11). Therefore, the oblique
source generates more intensive shear waves in
the recorded offset range, which results in larger, more accurate up-
dates for the VS0-field, especially in the 1–1.5 km depth range
(Figure 12b). Indeed, whereas the P-wave velocity VP0 is sensitive to
energy propagating at small opening angles, VS0 is largely influenced
by P- and SV-wave energy at intermediate angles near 45°.
The SV-wave radiation patterns for anomalies in the velocities

Vnmo and Vhor are identical; both have trade-offs with VS0 for in-
termediate opening angles (Figure 8b). This causes insufficiently
large updates in Vnmo and Vhor (compare Figures 7 and 12) at depths
of 1.8 km and 2.2 km, and incorrect updates in VS0 at 2.2 km. How-
ever, for depths down to 1.8 km, the 45°-rotation of the source
produces an improvement in all four inverted velocities. Overall, in-
tensive S-waves bring in more information and help resolve the VS0-

Figure 8. (a) P- and (b) SV-wave radiation patterns obtained with parameterization I for
reflections from a horizontal interface. The patterns here and in the subsequent plots are
computed as functions of the opening angles at a point on a reflector with the back-
ground VP∕VS ¼ 2.

Figure 9. (a) P- and (b) SV-wave radiation patterns obtained with parameterization II for
reflections from a horizontal interface.

Figure 10. (a) P- and (b) SV-wave radiation patterns obtained with parameterization III
for reflections from a horizontal interface.

a) b)

Figure 11. Magnitude of displacement generated by (a) a vertical
and (b) an oblique (tilted by 45°) displacement source located at the
center of the plot in a homogeneous elastic isotropic medium.

Elastic FWI in 2D VTI media C167
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field, although they create additional trade-offs for parameterization I.
Still, to exploit the shear-wave information, the oblique source is used
in all tests for the other two parameterizations.
For the low frequencies used in these tests, comparable results

were obtained with a less accurate initial model generated by
stronger smoothing (the same triangular filter as before, but applied
ten times) of the actual parameter fields.
To reduce computational cost, we do not compute synthetic data

for times exceeding 7 s. Increasing the trace length to about 12 s
allows us to capture shear-wave arrivals at larger offsets, which re-
sults in better updates in VS0. The trade-off between VS0 and other

parameters, however, causes deterioration in the estimates of VP0,
Vnmo, and Vhor. More accurate results for the longer recordings can
be obtained either by inverting for VS0 separately after the other
three parameters have been updated or by downscaling shear arriv-
als at long offsets (Duan et al., 2017).

Parameterization II (V2
nmo, V2

S0, 1þ 2η, 1þ 2δ)

Next, we perform the inversion using parameterization II, which
includes V2

nmo, V2
S0, ð1þ 2ηÞ, and ð1þ 2δÞ; the velocities are nor-

malized by their respective initial values. The P-wave radiation
pattern of an anomaly in Vnmo is “isotropic” (Fig-
ure 9a), with energy evenly scattered over the full
range of angles. Plessix and Cao (2011) employ
the combination (Vnmo, η, and δ) for FWI in
acoustic VTI media and demonstrate that Vnmo

is more tightly constrained than η and δ, whose
estimation is hampered by large null-spaces.
The radiation patterns exhibit trade-offs between
Vnmo and δ for small opening angles and between
Vnmo and η for large angles (Figure 9a).
The P- and SV-wave radiation patterns for VS0

are similar to those for parameterization I. The
SV-wave radiation patterns (Figure 9b) indicate
trade-offs between VS0 and η for intermediate
opening angles (incidence angles of around 45°).
The updates in the VS0-field are accurate down to
a depth of 2 km (Figure 13b), which indicates
that the objective function is more sensitive to
the velocity VS0 than to the coefficient η. More
intensive P- and SV-waves at incident angles near
45° generated by the oblique source produce bet-
ter updates in the parameters Vhor, VS0, and η
compared to tests with the vertical source. In-
deed, the radiation patterns indicate that the ob-
jective function is more sensitive to those three
parameters at intermediate opening angles.
The decrease in the objective function for this

parameterization is, in general, larger for all three
frequency bands compared to that for parameter-
ization I. A purely isotropic P-wave radiation
pattern for Vnmo combined with a higher sensitiv-
ity to this velocity makes parameterization II
most suitable for estimating Vnmo from data re-
corded for a wide offset range. Indeed, employ-
ing parameterization II results in a marked
improvement (compared to parameterization I)
in the Vnmo field. At depths of 1.2 km, 2.2 km,
and 2.5 km (Figure 13a), the inverted Vnmo

matches the actual values better than for param-
eterization I. Because the initial η- and δ-fields
are relatively close to the actual models, the up-
dates in both anisotropy coefficients are insignifi-
cant (Figures 13c and 13d). An accurate inverted
Vnmo-field combined with just slightly distorted
anisotropy coefficients yields good estimates of
the velocities VP0 and Vhor. The VP0-profile (Fig-
ure 14a) matches the true values at depths of
1.2 km, 2.2 km, and 2.5 km even more closely
than for parameterization I (Figure 7a). Figure 14d

a) b) c) d)

Figure 12. Actual (black), initial (magenta), and inverted (green) velocities for param-
eterization I: (a) VP0, (b) VS0, (c) Vnmo, and (d) Vhor. The data here and in the subsequent
plots are generated by an array of oblique displacement sources.

a) b) c) d)

Figure 13. Actual (black), initial (magenta), and inverted (green) parameters for param-
eterization II: (a) Vnmo, (b) VS0, (c) η, and (d) δ.

a) b) c) d)

Figure 14. Actual (black), initial (magenta), and inverted (green) velocities for param-
eterization II: (a) VP0, (b) VS0, (c) Vnmo, and (d) Vhor. The velocities VP0 and Vhor are
computed from the estimated Vnmo, δ, and η.

C168 Kamath et al.

D
ow

nl
oa

de
d 

09
/1

9/
17

 to
 1

38
.6

7.
12

.9
3.

 R
ed

is
tr

ib
ut

io
n 

su
bj

ec
t t

o 
SE

G
 li

ce
ns

e 
or

 c
op

yr
ig

ht
; s

ee
 T

er
m

s 
of

 U
se

 a
t h

ttp
://

lib
ra

ry
.s

eg
.o

rg
/



illustrates an improvement in the spatial resolution
of the inverted Vhor-field as well (compared with
Figure 7d at depths of 1.2 km, 1.7 km, 2.2 km,
and 2.5 km).
Migration velocity analysis in VTI media can

recover smooth fields of Vnmo and η (or Vhor)
(e.g., Tsvankin, 2012), but errors in the parameter
δ are typically higher. Hence, next we add a con-
stant value of 0.1 to the initial δ-field used before.
Such an overestimated δ yields understated initial
velocities VP0 which move the imaged reflectors
up toward the surface (Plessix and Cao, 2011).
With parameterization II, VP0 is not updated di-
rectly; also, the updates in the anisotropy coeffi-
cients η and δ remain relatively small (Figures 15c
and 15d, respectively). Consequently, the estimated
Vnmo- and Vhor-fields are shifted vertically with re-
spect to the actual model. Therefore, parameteriza-
tion II should be useful in cases when not only a
wide range of offsets is recorded, but also prior
estimates of the η- and δ-fields are sufficiently
accurate.

Parameterization III (V2
hor, V

2
S0, 1þ 2η,

1þ 2ϵ)

Finally, the inversion is carried out for
parameterization III [V2

hor, V2
S0, ð1þ 2ηÞ, and

ð1þ 2ϵÞ], with the velocities normalized by their
initial values. The P- and SV-wave radiation pat-
terns for an anomaly in VS0 are similar for all
three parameterizations, and the SV-wave pattern
for η coincides with that for parameterization II.
For parameterization III, the velocity Vhor has a
purely isotropic P-wave radiation pattern (Fig-
ure 10a), which was the case for Vnmo in param-
eterization II. Trade-offs exist between Vhor and ϵ
for small opening angles, and between Vhor and η
for intermediate opening angles (which corre-
spond to incidence angles close to 45°). Because
Vhor has no trade-offs with any other parameter
for large opening angles, diving waves can be
employed to accurately update the long-wave-
length Vhor-field (Alkhalifah, 2015). As was the
case for parameterization II, tilting the source by
45° from the vertical improves inversion results.
In addition, the objective function decreases
faster than for parameterization I.
In agreement with the results of Alkhalifah (2015) and Oh and

Alkhalifah (2016), for this parameterization, Vhor is the best con-
strained parameter (Figure 16a). The updates in the η- and ϵ-fields,
which are relatively close to the actual values to begin with, are
insignificant (Figures 16c and 16d, respectively). The inverted Vhor-
field is similar to that obtained with parameterization II (compare
Figures 17d and 14d). In addition, because the inverted values of η
and ϵ are fairly accurate, the VP0- and Vnmo-fields estimated from
Vhor and the anisotropy coefficients are also well-resolved and re-
semble those for parameterization II. A distorted initial ϵ-field com-
puted from the erroneous δ-model used before yields the inverted

a) b) c) d)

Figure 16. Actual (black), initial (magenta), and inverted (green) parameters for param-
eterization III: (a) Vhor, (b) VS0, (c) η, and (d) ϵ.

a) b) c) d)

Figure 15. Actual (black), initial (magenta), and inverted (green) parameters for param-
eterization II: (a) Vnmo, (b) VS0, (c) η, and (d) δ. Inversion is performed for the distorted
initial δ obtained by adding 0.1 to the initial δ field used in previous examples.

a) b) c) d)

Figure 17. Actual (black), initial (magenta), and inverted (green) velocities for param-
eterization III: (a) VP0, (b) VS0, (c) Vnmo, and (d) Vhor.

a) b)

Figure 18. (a) Two-layer density model and (b) the density field
calculated from Gardner’s relationship. The units here and in sub-
sequent plots are g∕cm3.
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velocities Vhor and Vnmo with vertical shifts, as was the case for
parameterization II.
The main advantage of this parameter combination over param-

eterization II is that diving waves can be inverted for an accurate
low-wavenumber Vhor-field. High-resolution estimates of Vhor can
be obtained from conventional offsets if the coefficient ϵ is well-
constrained a priori.

INFLUENCE OF DENSITY

When FWI is performed for elastic media, it is important to
understand the influence of density on the inverted parameters. In
the previous tests, the density was constant and fixed at the correct
value. Here, we conduct experiments with data generated for
two density models (the other parameters are unchanged): one in-
cludes two homogeneous layers (Figure 18a), and the other is
created using Gardner’s (Gardner et al., 1974) relationship between
the density ρ and P-wave velocity (ρ ¼ 0.31V0.25

P0 ; Figure 18b). The
P- and SV-wave radiation patterns for density (Figure 19) are the
same for all three parameterizations. For parameterizations II and
III, the trade-offs between density and the velocities Vnmo and

Vhor (respectively) are less pronounced than that between density
and VP0 in parameterization I. Hence, we use parameterization
III for the tests below; parameterization II is expected to give similar
results.
Although the initial velocity parameters are the same (Figure 3),

the understated density below 2 km leads to an increase in the in-
verted velocities Vhor and VS0, which causes stretching of the veloc-
ity fields in the vertical direction (Figure 20a). The distortion in
density also produces additional errors in the ϵ- and η-fields. The
influence of density may be less significant if the objective function
is based on matching just the phase spectra of the observed and
modeled data.
The initial density model for the second test (Figure 18b) is

obtained by applying the same smoothing operator as the one
for the other parameters. To invert for density, we use param-
eterization III and the corresponding derivative of the objective
function with respect to density given by equation A-22. The
P-wave radiation pattern for density (Figure 19) indicates a
trade-off with the coefficient ϵ resulting in a strong imprint of in-
accurate density on the ϵ-field (Figure 21d). In addition, the trade-
off between the density and horizontal velocity for small opening
angles suppresses updates in Vhor, which leads to an upward shift in
the velocity models. Because of the inherent trade-offs between
velocity and density, improved results could be obtained by repar-
ameterizing the model in terms of velocity and P-wave impedance
(Operto et al., 2013).

a) c)

b) d)

Figure 20. Inverted velocities (a) Vhor and (b) VS0 and the
anisotropy coefficients (c) η and (d) ϵ for parameterization III.
The input data were generated for the density field in Figure 18a
and inverted using the constant ρ ¼ 2 gm∕cm3 for the entire model.

a) d)

b)

c)

e)

Figure 21. Inverted velocities (a) Vhor and (b) VS0, the anisotropy
coefficients (c) η, and (d) ϵ, and (e) density for parameterization III.
The input data were generated for the model from Figure 3 and the
density field from Figure 18b.

Figure 19. (a) P- and (b) SV-wave radiation patterns including that
for the density ρ obtained with parameterization III for reflections
from a horizontal interface. The patterns for the velocity parameters
have the same shape as those in Figure 10.
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CONCLUSION

We presented the results of elastic FWI for a 2D synthetic VTI
model similar to the geologic section at the Valhall field in the North
Sea. The inversion is carried out in the time domain with the gra-
dients scaled by the inverse of an approximate Hessian matrix
estimated using the L-BFGS-B algorithm. Diving waves mostly il-
luminate the top 1.5 km of the model, so the updates in the deeper
regions are provided largely by reflected energy.
The performance of FWI is tested for three different model pa-

rameterizations using vertical and oblique displacement sources.
The first parameterization includes the P-wave vertical (VP0),
NMO (Vnmo) and horizontal (Vhor) velocities and the shear-wave
vertical velocity (VS0). The P-wave radiation patterns of VP0 and
Vhor do not significantly overlap, and the objective function is most
sensitive to these two velocities. A high-resolution VP0-field can be
obtained even with conventional-offset data if the initial model does
not produce cycle-skipping. To build an accurate low-wavenumber
model of Vhor, it is necessary to use diving waves. For this param-
eterization, a vertical displacement source, which generates strong
P-wave energy at small incidence angles, yields superior inversion
results compared to an oblique source.
The objective function for the second parameterization, which

consists of V2
nmo, V2

S0, ð1þ 2ηÞ, and ð1þ 2δÞ, is more sensitive
to the velocity Vnmo than to the other parameters. Because of the
trade-off between Vnmo and the anisotropy coefficient η at large off-
sets, the long-wavelength model of Vnmo cannot be built without
good a priori knowledge of η. The possibility of obtaining a high-
resolution Vnmo-field from data in the conventional offset range
depends on the quality of the initial δ-field. If sufficiently accurate
initial estimates of the anisotropy coefficients are available, Vnmo is
better constrained with parameterization II than parameterization I.
A low-wavenumber model of the horizontal velocity for param-

eterization III [V2
hor, V

2
S0, ð1þ 2ηÞ, and ð1þ 2ϵÞ] can be accurately

estimated by inverting long-offset data because there are no trade-
offs between Vhor and other parameters at large opening angles.
Conventional-offset data can yield a high-resolution model of Vhor

provided the ϵ-field is known with sufficient accuracy.
The inversion results for parameterizations II and III are similar

because, in both cases, the objective function is more sensitive to the
velocities (Vnmo and Vhor, respectively) than to the anisotropy co-
efficients. If the initial long-wavelength anisotropy-parameter fields
are accurate (which is the case here), they can be used in conjunc-
tion with the inverted Vnmo and Vhor to obtain VP0. For both param-
eterizations (II and III), an oblique displacement source provides
better updates in VS0 than a vertical source.
We also analyzed the errors in the inverted parameters caused by

distortions in the density model. Including density in the inversion
causes trade-offs with other parameters and deterioration in the in-
version results, such as vertical shifts in the velocity fields.
The results for this synthetic model provide important insights

into the performance of elastic FWI for VTI media and should help
in choosing the most suitable parameterization for different acquis-
ition and inversion scenarios.
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APPENDIX A

GRADIENTS FOR DIFFERENT
PARAMETERIZATIONS

The gradient of the objective function with respect to the stiffness
coefficients cijkl is given in equation 2. Expressing the stiffnesses in
terms of chosen model parameters mn makes it possible to obtain
the gradients with respect to mn from equation 3. Kamath and
Tsvankin (2016) derive the following gradients for VTI media with
respect to the velocities VP0, VS0, Vnmo, and Vhor:

∂F
∂VP0

¼−2ρVP0

ZT
0

�
∂ψ3

∂x3
∂u3
∂x3

þf
2

�
∂ψ1

∂x1
∂u3
∂x3

þ∂ψ3

∂x3
∂u1
∂x1

��
dt;

(A-1)

∂F
∂VS0

¼ 2ρVS0

ZT
0

��
1þ f

2
þ 1

2f

��
∂ψ1

∂x1
∂u3
∂x3

þ ∂ψ3

∂x3
∂u1
∂x1

�

−
�
∂ψ1

∂x3
þ ∂ψ3

∂x1

��
∂u1
∂x3

þ ∂u3
∂x1

��
dt; (A-2)

∂F
∂Vnmo

¼ −ρVnmo

ZT
0

1

f

�
∂ψ1

∂x1
∂u3
∂x3

þ ∂ψ3

∂x3
∂u1
∂x1

�
dt; (A-3)

∂F
∂Vhor

¼ −2ρVhor

ZT
0

∂ψ1

∂x1
∂u1
∂x1

dt; (A-4)

where

f ≡

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V2
nmo − V2

S0

V2
P0 − V2

S0

s
: (A-5)

The second parameterization is defined as follows:

m1 ¼
V2
nmo

V2
nmo;i

; (A-6)

m2 ¼
V2
S0

V2
S0;i

; (A-7)
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m3 ¼ 1þ 2η; (A-8)

m4 ¼ 1þ 2δ; (A-9)

where the subscript i in equations A-6 and A-7 denotes the initial
parameters. The gradients for parameterization II are

∂F
∂m1

¼ −ρV2
nmo;i

ZT
0

�
ð1þ 2ηÞ ∂ψ1

∂x1
∂u1
∂x1

þ 1
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∂ψ3

∂x3
∂u3
∂x3

þ 1

2

�
f

1þ 2δ
þ 1

2f

��
∂ψ3

∂x3
∂u1
∂x1

þ ∂ψ1

∂x1
∂u3
∂x3

��
dt;

(A-10)

∂F
∂m2

¼ −ρV2
S0;i

ZT
0

��
∂ψ1

∂x3
þ ∂ψ3

∂x1

��
∂u1
∂x3

þ ∂u3
∂x1

�

−
�
f
2
þ 1

2f
þ 1

��
∂ψ3

∂x3
∂u1
∂x1

þ ∂ψ1

∂x1
∂u3
∂x3

��
dt; (A-11)

∂F
∂m3

¼ −ρV2
nmo

ZT
0

∂ψ1

∂x1
∂u1
∂x1

dt; (A-12)

∂F
∂m4

¼ ρV2
nmo

ð1þ2δÞ2
ZT
0

�
∂ψ3

∂x3
∂u3
∂x3

þf
2

�
∂ψ3

∂x3
∂u1
∂x1
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∂x1
∂u3
∂x3

��
dt:

(A-13)

For parameterization III,

m1 ¼
V2
hor

V2
hor;i

; (A-14)

m2 ¼
V2
S0

V2
S0;i

; (A-15)

m3 ¼ 1þ 2η; (A-16)

m4 ¼ 1þ 2ϵ: (A-17)

The gradients of the objective function are

∂F
∂m1

¼ −ρV2
hor;i

ZT
0

�
∂ψ1

∂x1
∂u1
∂x1

þ 1

1þ 2ϵ
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∂x3

��
dt;

(A-18)

∂F
∂m2

¼ −ρV2
S0;i

ZT
0

��
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þ ∂ψ3
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��
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−
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2
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dt; (A-19)

∂F
∂m3

¼ ρV2
hor

2fð1þ 2ηÞ2
ZT
0

�
∂ψ3

∂x3
∂u1
∂x1

þ ∂ψ1
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∂u3
∂x3

�
dt; (A-20)

∂F
∂m4

¼ ρV2
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ð1þ2ϵÞ2
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∂x3
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∂x1
∂u3
∂x3

��
dt:

(A-21)

If normalized density (m5 ¼ ρ∕ρi) is included as a model param-
eter, the corresponding derivative of the objective function for
parameterization III is

∂F
∂m5

¼ −ρi
ZT
0

�
V2
hor

∂ψ1

∂x1
∂u1
∂x1

þ V2
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�

×
�
∂u1
∂x3

þ ∂u3
∂x1

�
þ V2
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1þ 2ϵ

∂ψ3

∂x3
∂u3
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þ
� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�

V2
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1þ 2ϵ
− V2

S0

��
V2
hor

1þ 2η
− V2

S0
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− V2

S0

�

×
�
∂ψ3

∂x3
∂u1
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þ ∂ψ1

∂x1
∂u3
∂x3

�
þ ψ1

∂2u1
∂t2

þ ψ3

∂2u3
∂t2

�
dt:

(A-22)

APPENDIX B

RADIATION PATTERNS FOR DIFFERENT
PARAMETERIZATIONS

Kamath and Tsvankin (2016) derive radiation patterns for the
stiffness coefficients of an anisotropic inclusion (scatterer) em-
bedded in a homogeneous anisotropic background and compute ex-
pressions for model parameters in a transmission setup. To compute
the radiation patterns for the model parameterizations considered
here, the background is assumed to be isotropic, and the scatterers
are considered to lie on a horizontal plane. The P-wave radiation
patterns (normalized by 2ρVP, where VP is the background P-wave
velocity) for parameterization I are as follows:
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ΩPðVP0Þ ¼ cos2ðθ∕2Þ; (B-1)

ΩPðVS0Þ ¼ 2g sin2 θ; (B-2)

ΩPðVnmoÞ ¼
1

4
sin2 θ; (B-3)

ΩPðVhorÞ ¼ sin4ðθ∕2Þ; (B-4)

where θ is the opening angle and g ¼ VS∕VP (VS is the S-wave
velocity in the isotropic background). The patterns for the scattered
SV-waves (normalized by 2ρVS) are

ΩSðVP0Þ ¼ 0; (B-5)

ΩSðVS0Þ ¼ cos 2θ; (B-6)

ΩSðVnmoÞ ¼
1

4g
sin2 θ; (B-7)

ΩSðVhorÞ ¼
1

4g
sin2 θ: (B-8)

For parameterization II, because the background is taken to be
isotropic, the background values of Vnmo and VP are equal. The
P-wave radiation patterns (normalized by ρV2

P) for this parameter-
ization are

ΩPðVnmo2Þ ¼ 1; (B-9)

ΩPðV2
S0Þ ¼ 2g2 sin2 θ; (B-10)

ΩPð1þ 2ηÞ ¼ sin4ðθ∕2Þ; (B-11)

ΩPð1þ 2δÞ ¼ cos2ðθ∕2Þ: (B-12)

The patterns for the scattered SV-wave (normalized by ρV2
S) are

ΩSðV2
nmoÞ ¼ 0; (B-13)

ΩSðV2
S0Þ ¼ cos 2θ; (B-14)

ΩSð1þ 2ηÞ ¼ 1

4g2
sin2 θ; (B-15)

ΩSð1þ 2δÞ ¼ 0: (B-16)

For parameterization III, the background velocities Vhor and VP0

coincide. The P-wave radiation patterns then take the form:

ΩPðV2
horÞ ¼ 1; (B-17)

ΩPðV2
S0Þ ¼ 2g2 sin2 θ; (B-18)

ΩPð1þ 2ηÞ ¼ 1

4
sin2 θ; (B-19)

ΩPð1þ 2ϵÞ ¼ cos2ðθ∕2Þ: (B-20)

The patterns for the scattered SV-wave (normalized by ρV2
S) are

ΩSðV2
horÞ ¼ 0; (B-21)

ΩSðV2
S0Þ ¼ cos 2θ; (B-22)

ΩSð1þ 2ηÞ ¼ 1

4g2
sin2 θ; (B-23)

ΩSð1þ 2ϵÞ ¼ 0: (B-24)

The P- and SV-wave radiation patterns for the normalized density
(ρ∕ρi) are

ΩPðρÞ ¼ 2 cos4ðθ∕2Þ; (B-25)

ΩSðρÞ ¼ 2 cosð3θ∕2Þ cosðθ∕2Þ: (B-26)
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