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Both vertical and lateral flows of rock and water occur within eroding hills. Specifically, when considered over
geological timeframes, rock advects vertically upward under hilltops in landscapes experiencing uplift and ero-
sion. Once rock particles reach the land surface, they move laterally and down the hillslope because of erosion.
At much shorter timescales, meteoric water moves vertically downward until it reaches the regional water
table and then moves laterally as groundwater flow. Water can also flow laterally in the shallow subsurface as
interflow in zones of permeability contrast. Interflow can be perchedor can occur during periods of a high region-
al water table. The depths of these deep and shallow water tables in hills fluctuate over time. The fluctuations
drive biogeochemical reactions between water, CO2, O2, and minerals and these in turn drive fracturing. The
depth intervals of water table fluctuation for interflow and groundwater flow are thus reaction fronts character-
izedby changes in composition, fracture density, porosity, and permeability. The shallowand deep reaction zones
can separate overmeters in felsic rocks. The zones act like valves that reorient downward unsaturatedwaterflow
into lateral saturated flow. The valves also reorient the upward advection of rock into lateral flow through solu-
bilization. In particular, groundwater removes highly soluble, and interflow removes moderately soluble min-
erals. As rock and water moves through the system, hills may evolve toward a condition where the weathering
advance rate, W, approaches the erosion rate, E. If W = E, the slopes of the deep and shallow reaction zones
and the hillsides must allow removal of the most soluble, moderately soluble, and least soluble minerals respec-
tively. A permeability architecture thus emerges to partition each evolving hill into dissolved and particulate ma-
terial fluxes as it approaches steady state.

© 2016 Published by Elsevier B.V.
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1. Introduction

The largest supply of accessible, potable water is contained in rocks
beneath our feet (Fetter, 2001). To learn to sustain our water supply,
we need conceptual and numerical models that describe how water is
stored and how it moves through rock and regolith. At present, we can-
not predict such hydrologic partitioning because of the extremely het-
erogeneous distribution of subsurface rock material (Gleeson et al.,
2015).

A major thrust of critical zone science is to develop models of
weathering and landscape evolution to allow a priori predictions of
the architecture of mineralogy, porosity, and permeability in regolith
(e.g., Carson and Kirkby, 1972; Anderson et al., 2002; Amundson,
ystems Institute, Pennsylvania

).
2004; Mudd and Furbish, 2004; Godderis et al., 2006; Lebedeva et al.,
2007; Minasny et al., 2008; Pelletier, 2008; Yoo and Mudd, 2008;
Burke et al., 2009; Lebedeva et al., 2010; Brantley and Lebedeva, 2011;
Rasmussen et al., 2011; Lebedeva and Brantley, 2013; Duffy et al.,
2014; Rempe and Dietrich, 2014). Here, we use the term regolith to
mean all the fragmented and alteredmaterial that overlies pristine bed-
rock (protolith). Major advances have also been made in the last two
decades in relating hillslope hydrology to the compartmentalization of
water chemistry inside hills (e.g., Hooper et al., 1990; McDonnell,
1990; Tromp-van Meerveld and McDonnell, 2006; Legout et al., 2007;
Ayraud et al., 2008; Katsura et al., 2008; Salve et al., 2012; van
Meerveld et al., 2015). However, these two sets of approaches have
largely been separate, andwe generally cannot relate the flux of solutes
out of a catchment to where weathering is occurring at depth (e.g.,
Calmels et al., 2007; Legout et al., 2007). This lack of detailed under-
standing of weathering inside individual hills may have implications
at global scales (Torres et al., 2014).

http://crossmark.crossref.org/dialog/?doi=10.1016/j.geomorph.2016.09.027&domain=pdf
http://dx.doi.org/10.1016/j.geomorph.2016.09.027
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Given this state of the science, when catchments are studied, the hy-
drologist does not know which of several conceptual models to apply
(Welch and Allen, 2014). For upland systems, for example, researchers
have used (i) a bucket-type model where the subsurface is not layered,
(ii) a one-layer approach where subsurface flow is restricted to an
upper layer and bedrock is considered impermeable, or (iii) a two-
flow approach where lateral flow occurs in an upper layer and in a
lower layer (Banks et al., 2009).

Here, we explore the idea that the compartments and layers de-
scribed by hydrologists (Dewandel et al., 2006; Ayraud et al., 2008)
and water masses described by river investigators (Calmels et al.,
2007) may be related to reaction fronts mapped at depth by geochem-
ists (Brantley et al., 2013a). These reaction fronts are depth intervals
in the subsurface where reactions are occurring. Beneath hills in
humid systems where net unsaturated water flow is vertical, for exam-
ple, minerals can dissolve or precipitate to form reaction fronts that
roughly mimic the land surface (Figs. 1, 2). In the presence of very im-
permeable rock, solutes are transported across reaction fronts by diffu-
sion; in contrast, in high-flow, permeable rock, solute transport is
dominated by advection. In this paper we explore the idea that reaction
fronts for different minerals separate over space (Figs. 2B,C) when sol-
utesmove through the fronts largely by advection. In contrast, the fronts
remain co-located within tens of centimeters (Fig. 2A) when solute
transport is largely by diffusion.We try to relate these fronts to hillslope
hydrology by developing a conceptual model.

Specifically, themineral assemblages observed across reaction fronts
can reveal information about the cumulativewater flows. Thesemineral
assemblages can magnify relative differences in fluid flow in different
layers because the solubility of minerals is small when considered on
a volume/volume basis (volume of dissolved mineral / volume of
water). Such dimensionless solubilities generally are ~10−3 or smaller
(Berner, 1981). This means that the volume of water that must flow
through a given rock matrix to dissolve and remove a mineral is N103

times the volume of mineral that is dissolving. Small differences in
reacted mineral volumes across depth intervals thus can record and
magnify differences in cumulative water flow.

We exemplify these ideas with field data for shale, granite, and dia-
base (Fig. 2). We emphasize one physiographic province, the Piedmont
of the eastern U.S.A., where long exposure times and low erosion rates
are likely to have resulted in geomorphological steady state (Pavich,
1986; Pavich et al., 1989).We also discuss an example from the Susque-
hanna Shale Hills Critical Zone Observatory situated just to the north of
Virginia where isotope-based estimates of the erosion rate and the soil
production rate at ridgetops are equal within error (West et al., 2013).

The point of the paper is to use a critical zone science approach, i.e.,
an approach that explores how geochemical, hydrological, and geomor-
phological observations can illuminate the question ofwater flow inside
hills. Although the treatment is qualitative in comparison to state-of-
the-art geochemical, hydrological, or geomorphological studies, the
ridgetop
x=0

ΔB2

r
ΔB
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x=L

Fig. 1. Schematic hillslope showing L (distance from the divide to the channel head along the x a
ΔB1 (relative elevation of the base of interflow above the elevation of the channel head), and
localized at the solid line, and the interflow water flux Qint (L3 T−1) is localized at the dashed
under the hilltop (located at x= 0). In other words, regolith is here defined to include all wea
concepts are explored to stimulate the development of better conceptu-
al models for hills.

In themodels presented here, we first consider hills wheremean an-
nual precipitation (MAP) exceeds potential evapotranspiration (ET),
and where regolith formation conceptualized in one or two dimensions
(1D or 2D) consists of net water flow downward occurring at relatively
fast timescales and net rock material flow upward at geologic time-
scales. Vegetation also takes up material but this represents a short-
term cycle (b100 years) in which material is stored and returned to
the system; this biotic cycle is thus largely ignored. Throughout the
paper we emphasize models where rates of uplift (U), weathering
(W), erosion (E), and channel incision (I) are all equal. We call these
steady state models because aspects of the regolith and its distribution
do not vary with time; others refer to models where E = U as dynamic
equilibrium (Hack, 1960; Pain and Ollier, 1996). We extend such ideas
by including implications of weathering advance rates in this steady
state model.
2. A geochemical model of hillslope evolution

Since the 1980s, 1D numerical reactive transport models have de-
scribed weathering caused by interaction of meteoric water with min-
erals (e.g., Lichtner, 1988; Lichtner and Waber, 1992; Steefel, 1993).
More recently, reactive transport models have been used to describe re-
gional-scaleweathering under landscapes (e.g., Maher, 2011). Reactive-
transport models have also been extended to include physical erosion
(Waldbauer and Chamberlain, 2005; Lebedeva et al., 2007; Hilley et
al., 2010; Lebedeva et al., 2010; Brantley and Lebedeva, 2011; Brantley
et al., 2013b). Here we emphasize published models from Lebedeva
and Brantley and coworkers (Lebedeva et al., 2007; Lebedeva et al.,
2010; Lebedeva and Brantley, 2013) and we refer to those models
throughout as L&B. In these weathering + erosion models, the rate of
change of regolith thickness is simulated as the balance between the
rate that weathering advances into the rock (W, in units of L T−1) and
the rate of erosion, E (L T−1). When W = E, the regolith thickness H is
constant in time (i.e., steady state). Although such a steady state has
generally not been proven for individual sites, the presence of moder-
ately thick regolith in many locations documents that neither W N N E
nor that E N N W for geologically long periods of time. This in turn sug-
gests that feedback mechanismsmay couple erosion at the land surface
to weathering and vice versa in some locations (e.g., Carson and Kirkby,
1972; Stallard, 1995; Fletcher et al., 2006; Lebedeva et al., 2007; Fletcher
and Brantley, 2010; Behrens et al., 2015). Thus, regolith-mantled sys-
tems may not constantly maintain W = E, but they may commonly be
moving toward such a steady state, driven by feedbacks. Feedbacks
could include the effects of porewater chemistry, soil gas chemistry,
particle size or fracture spacing (Fletcher et al., 2006; Fletcher and
Brantley, 2010; Behrens et al., 2015).
seasonally saturated soil 
& massive soil

saturated 
unweathered rock

L

1

seasonally saturated saprolite
& weathered rock

xis),ΔB2 (relative elevation of unweathered rock above the elevation of the channel head),
r (elevation of ridgetop above the channel head). The groundwater flux Qgw (L3 T−1) is
line. Although not shown, H is the total thickness of regolith and is equivalent to r − ΔB2
thered or altered material.
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Fig. 2. Schematics showing reaction frontswithin regolith at ridgetops for three systems. The upper surface is the land surface (see text). Here τ is the fractional depletion of eachmineral or
component compared to immobile element in the protolith. A depletion of 0% is plotted as 0 and 100% depletion is plotted as−1. (A) Diabase in the Virginia Piedmont, where reaction
fronts largely donot separate. The profile-initiatingmineral is high-Fe(II) pyroxene, themajor-porosity initiatingmineral is augite, and the soil-initiatingmineral is plagioclase. (B) Granite
in the Virginia Piedmont, where reaction fronts separate over tens of meters. The profile-initiating reaction is biotite oxidation, the major porosity-initiating reaction is plagioclase
dissolution, and the soil-initiating reaction is dissolution of alkali-containing minerals (orthoclase feldspar, mica). (C) Rose Hill shale from central Pennsylvania, where reaction fronts
separate over tens of meters. The profile-initiating mineral reaction is shown as pyrite oxidation, the major porosity-initiating reaction as carbonate dissolution, and the soil-initiating
reaction as illite dissolution. (It has not been possible to distinguish whether the deepest reaction involves pyrite or carbonate, but pyrite oxidation is shown here to be deepest, for
simplicity. Likewise the carbonate mineral varies from ankerite to calcite but is shown here as calcite for simplicity.) Data from Bazilevskaya et al. (2013, 2014); Jin et al. (2010), Pavich
et al. (1989).

102 S.L. Brantley et al. / Geomorphology 277 (2017) 100–117
To explore controls on weathering and eroding systems, L&B formu-
lated models that contain only a few minerals. In several models, they
considered rock composed of one inert (quartz) andone reactiveminer-
al (albite feldspar). Albite reacts to form a soil mineral (kaolinite) plus
an aqueous solute component (NaSi2). Some L&B models also include
a redox-active mineral component (FeO). These four-mineral models
focus on the two most essential chemical weathering reactions: acid
consumption (albite to kaolinite) and oxidation (ferrous iron to ferric
iron minerals). Quartz is included to maintain isovolumetric
weathering.

Weathering reactions occur in the model as soluble reactants are
transported to mineral surfaces, and products are transported away
from the surfaces by advection or diffusion or both. In L&B models
with advection, the advective velocity is held constant even though po-
rosity and mineral surface area change during reaction (Lebedeva et al.,
2007).

For example, L&B explored the distribution of regolith on a convex-
upward hillslope (Lebedeva and Brantley, 2013). Water flows down-
ward at a constant velocity. Solute is transported by this vertical advec-
tion as well as by vertical and horizontal diffusion. Fig. 3 shows
numerical simulations from such a reactive-transport problem formu-
lated for a quartz + albite protolith bounded by a hillslope surface
that can vary over space and time. Here y and x aremeasured in the ver-
tical and horizontal directions respectively, and t is time. The hillslope
evolves based on the following 2D equation:

∂ ϕCð Þ
∂t

¼ ∂
∂x

Dϕ
∂C
∂x

� �
þ ∂
∂y

Dϕ
∂C
∂y

� �
−

∂ Cqxð Þ
∂x

−
∂ Cqy
� �
∂y

þ j C; ηð Þ ð1Þ

where D (m2/s) is the diffusion coefficient in the aqueous pore solution
reduced by tortuosity, and qxand qy(m/s) are the horizontal and vertical
(directed downward) components of the Darcy velocity of the pore
fluid, respectively. Both components are included in the equation for
completeness, although qx is set to zero in themodel. The concentration
of the solute released to the pore fluid is C and the albite reaction rate is j
(mol/m3 s). The extent of reaction, η (unitless), is defined as η=(ρ0−
ρ)/ρ0. It changes with time as follows:

∂η
∂t

¼ j C;ηð Þ
ρ0 ð2Þ
Here, ρ=ϕab/Vab0 is the concentration of reacting mineral (albite) in
the rock (superscript 0 refers to protolith composition), ϕab is the vol-
ume fraction of albite in a rock, and Vab

0 is its specific volume. The con-
centration of the solute in pore fluid at the land-atmosphere surface is
maintained constant and equal to CR.

Mass balance on the hillslope is written in terms of hillslope eleva-
tion Y as:

ρs
∂Y
∂t

¼ κρs
∂2Y
∂x2

þ ρs−ρrð Þ ∂ΔB2

∂t
−F C;ηð Þ ð3Þ

Here, ρr and ρs are the bulk density of the rock and the kaolinite-con-
taining soil, respectively; κ(m2 y−1) is the soil diffusivity (i.e., Gilbert's
constant) that is used in the diffusion-like transport law describing
soil flux along a hillslope (Carson and Kirkby, 1972). The position of
the bedrock surface, ΔB2(x,t) is defined as the point where protolith
has experienced 0% alteration (Fig. 1). The function F describes the
rate of change in material mass because of chemical processes. Assum-
ing (i) that the solute flux is a small contributor to elevation change
compared to the physical erosion flux or (ii) that weathering is
isovolumetric, F can be neglected in this equation. The weathering ad-
vance rate,W, defines the elevation of unweathered material ΔB2:

∂ΔB2

∂t
¼ −W ð4Þ

At steady state, the regolith thickness, H = r−ΔB2, is constant (Fig.
1). Under this condition and neglecting the term F (Carson and Kirkby,
1972; Follain et al., 2006), Lebedeva and Brantley (2013) separated
the systems of Eqs. (1)–(2) and (3)–(4) and derived the equation for
the steady state (parabolic) hillslope:

Ys xð Þ ¼ −
ρrE
2ρsκ

x2 þ YL þ ρrEL
2

2ρsκ
ð5Þ

Here, YL is the elevation at the channel bottom at x = L. As defined
above, E (LT−2) is the velocity of lowering of the hill because of physical
erosion. The boundary condition at the channel (x = L) is defined so
that E = the incision rate I (i.e., Y=HL− It). Lebedeva and Brantley
(2013) explore the idea that weathering advance is controlled by solu-
bility and geochemical kinetics coupled with transport in a pore fluid.
Note that in contrast to the multiple reaction fronts shown in Fig. 2



Fig. 3. (A)–(H) Simulated steady-state hillslopes calculated for the model in Eqs. (1)–(5) for different values of erosion rate E and vertical Darcy velocity qy for rock of composition 40%
albite and 50% quartz. The model simulate albite weathering to kaolinite (quartz is inert). Colors show contours for the extent of reaction (i.e., the extent of weathering at each depth).
Unweathered bedrock is represented by blue: warmer colors represent greater extent of reaction and thus greater fraction of kaolinite (see key to right of each diagram). When 100%
of the albite is reacted to kaolinite (+pore space), extent of reaction = 1. For the simulations, L = 20 m and axes are presented as dimensionless numbers normalized by this length.
Other parameters in Eq. (5) were held constant. See further information in caption of Fig. 5.
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and discussed later in this paper, the L&B model was formulated for the
simplified rock, quartz + albite transforming to quartz + kaolinite, so
only one reaction front occurs in the system. The elevation of this single
front is referred to here as ΔB2.
3. Simulated hillslopes from the L&B model

Simulated steady state hillslopes calculated using Eq. (5) and Eqs.
(1)–(2) at the lowering hillslope surface are shown for various values
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of erosion E and vertical Darcy velocity qy in Fig. 3. All other parameters
(κ, ρr, ρs, YL, L, D) were held constant, and water was only allowed to
flow vertically. The hillform varies only with E because the topography
is affected by erosion but not by chemical weathering as described for
Eq. (5). In contrast, the extent of alteration of the hill varies not only
with E but also with qy. This is because E sets the residence time in the
weathering zone and qy sets the volume of water that interacts with
the mineral while it is in that zone.

All model predictions were calculated with reasonable kinetic con-
stants for a rock with 40% albite, 50% quartz, and 10% porosity
(Lebedeva et al., 2007). Fig. 3 leads to two important observations.
First, the hillslope becomes steeper as E increases (Figs. 3A-3E). In fact,
at steady state, the ratio of relief, r, divided by length, L, of the hill de-
rived from mass balance on the hill (Eq. 5) yields:

r
L
¼ EL

κ
ρr

2ρs
≈

EL
κ

ð6Þ

The ratio r/L is roughly the slope of the convex-upward hill surface.
The value of the slope of the hill can be considered an emergent proper-
ty of the eroding system.

The second observation is that a thicker regolith develops at valley
and at ridgetop when infiltration, qy, increases but E is maintained con-
stant (Fig. 3E,F vs. 3G,H). Above a critical value of qy, however, the rate of
erosion is slower than weathering advance (Lebedeva et al., 2010), and
regolith thickens with time without reaching steady state (not shown).
At the other extreme where I (=E) increases to high values, advection
velocity becomes less significant in affecting regolith thickness. Eventu-
ally, for a given lithology exposed to a given climate, a critical erosion
rate is reached above which the weathering rate can no longer keep
up with the erosion rate. At this point, bedrock emerges at the land sur-
face (not shown). Like the slope of the hill, the regolith thickness is an
emergent property of the system.

Another emergent property that characterizes a system and is easily
observed is the extent of weathering of material emerging at the land
surface, ηmax. For an easily erodible rock that contains only moderately
soluble minerals (Figs. 3B,D,F–H), mineral grains pass through the
weathering zone without dissolving away entirely by the time they
reach the land surface: this results in ‘incompletely developed profiles’
because depletion of themineral does not equal 100% at the land surface
(Brantley andWhite, 2009). For this case, ηmax b 1 and such a regimehas
been termed ‘weathering-limited’ (Lebedeva and Brantley, 2013) or ‘re-
action-limited’ (Hilley et al., 2010). An examplewhere the dominant re-
active mineral in protolith (illite) comprises an incompletely developed
profile at both the ridge and valley is observed in the Susquehanna Shale
Hills Critical Zone Observatory in Pennsylvania in the USA (Jin et al.,
2010). At that site the dominant lithology is shale―a rock that is easily
eroded but which contains relatively insoluble minerals. This site is
discussed further in Section 5.

The opposite case of a lithologywith a high capacity to beweathered
but a lower capacity to be erodedwill evolve to a ‘completely developed
profile’. In this typeprofile, the reactivemineral approaches 100%deple-
tion at the land surface at ridge and at valley (Figs. 3A,C,E): in other
words, the time needed for the mineral grains to move from the under-
lying protolith interface upward to the land surface is long enough that
themineral dissolves away completely and concentration drops to 0% at
the land surface. This regime has been termed ‘erosive transport-limit-
ed’ by L&B because neither the extent of reaction at the regolith-air sur-
face (ηmax) nor the hill-integrated alteration rate is a function of the
dissolution rate constant. The idea of a regime that is limited by the
rate of physical removal of material from the weathering zone was in-
troduced long ago (e.g., Stallard and Edmond, 1983) and has been la-
belled with several names. In this regime, ηmax = 1 and can only be
lowered from 1 by increasing E.

An intermediate mixed-control regime can occur such that the pro-
file for the reacting mineral is completely developed at the ridgetop
(ηmax = 1) but is incompletely developed at the valley (ηmax b 1). In
this case the overall hill-integrated alteration rate is affected by changes
in weathering rate constants and in erosional efficiency, i.e., the mixed-
control or transition regime of L&B. Fig. 3H approaches this case. Exam-
ples of this are observed on metapelites, granites, and diabase in the
Piedmont of Maryland and Virginia in the USA. (Cleaves et al., 1970;
Pavich et al., 1989) where bedrock is exposed in the channel (ηmax =
0) but reactions go to completion under the ridgetop (ηmax = 1). Such
cases are discussed in Section 5.

The fraction of mass solubilized from these hills varies under these
different regimes. In the literature, this fraction has been referred to as
the chemical depletion fraction or CDF (Riebe et al., 2001). The CDF
has been calculated to describe samples, pedons, hillslopes, and water-
sheds. For any given sample, CDF is identical to theweathering intensity
η (Brantley and Lebedeva, 2011), and can thus vary from 0 to 1. For our
model hills, the CDF is the mass fraction of the hill lost as solute (see
supplemental information). Our steady statemodels show that if E is in-
creased but qy is maintained constant, CDF decreases because the resi-
dence time of rock material in the weathering zone decreases. For a
1D model with constant qy, for example, CDF varies approximately as
1/E in the weathering-limited regime (CDF b 1 in Fig. 4A).

If qy increases while E is held constant in our steady state hills, the
value of W (L T−1) still remains constant. This is because at steady
state, E = W (L T−1) = a constant. Thus, as qy increases at constant E,
the value of CDF integrated over the entire hill must increase to increase
theweathering solute flux out of the hill while maintaining the sameW
(Fig. 4A). For example, Fig. 4B shows that CDF increases almost linearly
with qy at constant E in the weathering limited or mixed-control re-
gimes until the regime of erosive transport limitation where CDF = 1.
It may seem confusing that the weathering advance rateW can remain
constant at the same time that the fraction of hill volume that leaves the
hill as solute (CDF) increases. In effect, in these steady state hills, W is
constrained to always equal E, and E determines the residence time
that particles remain in the weathering zone. The extent of reaction is
dictated by the volume of water that interacts with the mineral in the
zone, i.e., it depends on qy. For higher qy, moreweathering occurs during
the transit of particles through the zone and results in a higher extent of
reaction at the regolith-air surface (ηmax), even though W remains
constant.

In effect, the CDF is another emergent property of the steady state
system. For this model, the CDF is determined by (i) qy, (ii) lithology,
and (iii) imposed uplift or erosion rate (where U = E = W). For the
model hill, advection, lithology, and uplift rate set three important con-
ditionswith respect to the reactivemineral: respectively, (i) the volume
of water interacting with the mineral, (ii) the initial volumes of min-
erals, and (iii) the duration of interaction with weathering fluids.
Thus, the hill is determined by (i) climate, (ii) reactive mineral content,
and (iii) tectonics. Although we emphasize the climate variable qy rath-
er than temperature, temperature is implicitly important because tem-
perature affects the reaction kinetics and solubilities.

In addition to CDF, the porosity is also an emergent property that de-
velops in the steady state hill as it isovolumetrically weathers. In these
steady state models, porosity develops as a function of qy, reactive min-
eral content (ϕab

0 ), and protolith porosity (ϕinitial) to allow the
weathering advance rate W to equal the erosion rate E. Because we
are assuming isovolumetric weathering, as qy and ηmax increase, the
porosity, ϕ, of material remaining behind that is eroding also increases:

ϕ ¼ ϕinitial þ ϕ0
abð1− V0

kao

2V0
ab
Þη ≈ ϕinitial þ 0:5ϕ0

abη. Here, Vkao
0 and Vab

0 are the

specific volumes of the minerals.

Just as E controls the slope of the hill surface, qy controls the slope of
another emergent property, the surface of the (unweathered) protolith.
At high qy, the slope of the protolith surface becomes shallower (Fig. 3).
This trait is exemplified in theweathering of schistose rocks in the Pied-
mont of the eastern USA. (Pavich et al., 1989). These rocks show evi-
dence of deep infiltration (high qy), including deep alteration along
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foliations, schistosity, and cleavage (Nutter, 1969). Consistent with the
prediction of a shallow protolith slope, Pavich et al. showed a schematic
of a hill on metapelite that appears 100% weathered (Pavich et al.,
1989). An example of weathering schist from the Piedmont is discussed
in Section 8.

At high qy, L&Bmodels also show that the depth interval over which
chemical reaction occurs (the reaction front where 0 b η b 1) becomes
thicker. This reaction front thickness along the hillslope is thus another
emergent property of the steady state system. Once qy increases to the
point that ηmax =1 (Fig. 3E), increasing qy no longer can result in an in-
crease in porosity as discussed in the last paragraph. Instead, for the hill
to achieve steady state, an increase in qy only results in thicker regolith
at ridge and at valley.

So far, we held the composition constant at 50% quartz in the model
used to generate Fig. 3. We therefore next explore the effect of % quartz
in the L&Bmodel under conditions of constant E and qy (Figs. 4C, 5). As %
quartz increases, the ridgetop regolith and the reaction front thicken.
These simulations are consistent with observations within the Virginia
Piedmont (Pavich et al., 1989). In that setting, regolith depth under in-
terfluves increases with the quartz content on rocks of different litholo-
gy as shown in Fig. 6. In another example, the regolith and the reaction
fronts on granitic rock in Panola Mountain, Georgia (28% quartz) are
thinner than observed at Davis Run, Virginia (41% quartz), USA
(White et al., 2001; Bazilevskaya et al., 2013). Both of these systems
are weathering in the Piedmont with roughly similar erosion and pre-
cipitation rates, i.e., similar E and qy (Bacon et al., 2012). The GA and
VA field settings demonstrate that reaction front and regolith thick-
nesses are emergent properties of hills.

As discussed above, the L&B model is based on the assumption that
rates of advection are everywhere the same and everywhere vertical.
This latter assumption is only roughly true because permeability chang-
es significantlywithin rockmaterial inside hills and zones of lateralflow
are common (Pain and Ollier, 1996). In fact, White et al. (2001) argued
thatmuch of the permeability contrast inside hills developed on granitic
bedrock arises because of mineral reaction. Specifically, changes in po-
rosity and permeability may be especially important at reaction fronts
where mineral abundances vary. Such fronts can be stacked or nested
when considered in 1D or 2D respectively (Brantley et al., 2011;
Brantley et al., 2013a). We explore reaction fronts in hills (Figs. 1, 2)
in the next section, and then we explore how they may be related to
water flow and water tables in the following sections.

4. Reaction fronts

4.1. The geometry of reaction fronts

Here we consider weathering profiles and reaction fronts under
ridges (Fig. 2). The nature of the bottom of the front where the reaction
initiates is dictated by the upward flow of solid earth materials and
downward flowofmeteoricwaters. In particular, as rockmoves upward
as a result of exhumation, it fractures. For example, at ~2 km depth in
granites in the northeastern USA, the average microcrack orientation
transforms from vertical to horizontal as the stress state changes during
exhumation (Nadan and Engelder, 2009). At shallower depths, larger
sheet fractures oriented parallel to the land surface begin to open in
the rock (Molnar et al., 2007; Nadan and Engelder, 2009; Lachassagne
et al., 2011). As meteoric water flows through such thermoelastic and
topographic cracks as well as matrix pores and tectonic microcracks,
the rock material weathers and forms reaction fronts (Ollier, 1967;
Fletcher et al., 2006; Ayraud et al., 2008; Navarre-Sitchler et al., 2015).
Such reaction fronts can roughly mimic the land surface but they are
Fig. 4. Summary of calculations shown in Fig. 3: (A) contours of chemical depletion frac-
tion, CDF, calculated for the simulated hills in Fig. 3 on a graph of vertical Darcy velocity
qy versus erosion rate E; (B) contours of E on a graph of CDF versus qy. Additional calcula-
tions described in text (see also Fig. 5) are shown in (C): calculated model CDF values are
plotted versus quartz volume fraction in the protolith. In this context, CDF is the fraction of
the hill that was removed by solubilization reactions (the fraction of total denudation that
was removed by chemical weathering (see supplementary information)). For panel (C),
E=2 ⋅10−5 m y−1, qy=0.4 m y−1.



Fig. 5. The L&B model-simulated steady-state hillslopes showing the weathering extent
(colored contours) as a function of quartz volume fraction in protolith, as noted. For
description of contours, see Fig. 3 caption. The steady state thickness of regolith under
the ridge and along the hillslope both increase as the % quartz increases. Here, the
erosion rate and the vertical Darcy velocity were held constant at E=2 ⋅10−5 m y−1,
qy=0.4 m y−1. For all cases here and Figs. 3 and 4, the intrinsic kinetic constant was set
as kab=3.87 ⋅10−10 mol m−2 s−1. The effective constant was calculated from the
equation, k=2kabsabϕab

0 Ψ (Lebedeva et al., 2010). Note that k depends on ϕab
0 : (A) k=

1.95⋅10−8 s−1; (B) k=1.3⋅10−8 s−1 (also for Figs. 3 and 5); and (C) k=0.65⋅10−8 s−1.
In later L&B papers (Lebedeva and Brantley, 2013; Lebedeva et al., 2010) the factor ϕab

0 is
included in Ψ and the effective constant is written as k=2kabsabΨ. Parameters are: (A)
ϕab
0 =0.6 , ϕqtz=0.3 ,ϕ=0.1, CDF = 0.999, (B) ϕab

0 =0.4 , ϕqtz=0.5,ϕ=0.1, CDF =
0.998; (C) ϕab

0 =0.2 , ϕqtz=0.7 ,ϕ=0.1, CDF = 0.982. The specific surface area sab =
3.5 × 104 m2 m−3 and the correction factor Ψ=1.2 × 10−3 m3 mol−1.

Fig. 6. Summary compilation of thickness of ridgetop regolith for case studies discussed in
this paper and for other lithologies in the VA Piedmont (Pavich et al., 1989). The systems
are all assumed to be experiencing the same rates of uplift and, given the long exposure
times, similar rates of erosion. The one exception is the symbol for Shale Hills, where the
plotted value derives from an estimate for ridges in the Susquehanna Shale Hills Critical
Zone Observatory. The erosion rate of that system is higher than the rate estimated for
the Piedmont (see text). This figure shows that regolith is thicker on rocks with a lower
fraction of soluble mineral (i.e., higher quartz content).
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also affected by physical heterogeneities such as veins, fractures, and
faults, so that the reaction fronts are rough at all scales
(Navarre-Sitchler and Brantley, 2007; Navarre-Sitchler et al., 2013).
For example, where fracture zones allow deeper infiltration (Welch
and Allen, 2014), reaction fronts are deeper compared to the surround-
ing unfractured zones (Dewandel et al., 2006; Drake et al., 2009).

For an upland system developed on one rock type, several reaction
fronts can nest one within the other. Each front is a curved surface
that somewhat parallels the landscape; however, the relief of deeper re-
action fronts is generally lower than that of shallower fronts (Chigira,
1990; Chigira and Sone, 1991; Chigira and Oyama, 1999; Taylor and
Eggleton, 2001; Ayraud et al., 2008; Drake et al., 2009; Brantley et al.,
2013a). While reaction fronts tend to be nested under convex-up
hilltops, the fronts may cross under valleys where water flow paths
merge (Chigira and Oyama, 1999; Brantley et al., 2013a).

The exact geometry of such reaction fronts is unknown. However,
geophysical tools can be used to assess the depths of weathering and
fracturing because rock properties change due to these processes. For
example, weathering and fracturing can cause the seismic velocities of
rock material to decrease (Holbrook et al., 2014) and mapping of such
low-velocity zones can therefore sometimes be related to fracture
zones or reaction fronts. Under hills characterized by relief of tens of
meters in the South Carolina and Maryland Piedmont, for example,
the seismic low-velocity zone extends to tens of meters under ridges
but to shallower depths under valleys (St. Clair et al., 2015). This so-
called bowtie or pinched topography―deep low-velocity zones under
hills combined with shallow low-velocity zones under channels―was
attributed by St. Clair et al. (2015) to opening of fractures and to
weatheringunder the hillform that occurred in the presence of the com-
pressive state of stress in the Piedmont.

More such geophysical surveys are needed to understand the expla-
nations for such subsurface properties. For example, water flow could be
dominantly downward under ridges and could drive net dissolution and
mineral alteration, resulting in slower seismic velocities.Minerals gener-
ally dissolve in downflowing water along flowlines as long as reactants
have not been 100% consumed and the water has not yet equilibrated.
In high-relief valley-ridge systems, dissolution and water flow could
occur even deeper than the elevation of the nearby channel, resulting
in a pinched topography such as that observed by St. Clair et al. (2015).
Indeed, once acids and oxidants are consumed, minerals can precipitate
or re-crystallize. Thus, as thewater flows upward frombeneath the ridge
into the valley, it could drive net mineral precipitation in relatively unal-
tered bedrock, resulting in faster seismic velocities under the valley in
some cases. In addition, if carbon dioxide degasses during upflow, it
can raise pH and cause mineral precipitation (Brantley et al., 2013a).
Such flow patterns have been discussed in the literature (Tóth, 1970).

Little is known about the complexity of such layers andflowpaths in-
side hills. In the next sections, we explore some very simple ideas about
reaction fronts, water flowlines, and their implications. We emphasize
reaction fronts under convex-upward hillslopes developed on a single
lithology near the upper parts of catchments where the fronts are likely
to be nested, mimicking surface topography. Thus our discussion does
not treat pinched topographies where weathering may occur deeper
under the ridge than under the nearby channel. Our discussion focusses
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on a sequence of reactions that can create identifiable layers in regolith
under a ridge: the profile-initiating reaction, the major porosity-initiat-
ing reaction, and the soil-initiating reaction.

4.2. The profile-initiating reaction: oxidation or acid neutralization

As rockmaterial advects upward under a hill, it begins toweather as
its mineral surfaces interact with water and atmospheric gases. We use
the term profile-initiating mineral for the most soluble mineral that first
weathers at depth in the protolith to formweathered rock (Brantley and
White, 2009). In Fig. 1, the difference between the depthwhere the pro-
file-initiatingmineral first reacts under the hillcrest and the elevation of
the associated channel is noted as ΔB2. Thus, the relief of the protolith
surface is noted as ΔB2 (Fig. 1).

This deepest reaction is often an oxidation reaction, especially in
quartzo-feldspathic rocks. This is because O2 generally is not consumed
as fast as CO2 during reaction of a felsic rock. For example, Brantley et al.
(2013b) observed that oxidation was the deepest reaction in a felsic Fe-
poor rock in the Virginia Piedmont, but that acid-driven dissolutionwas
the deepest reaction on a nearby mafic, Fe-rich rock.

The effect of rock composition on O2 and CO2 consumption is related
to the ratio, Ro, of O2-consuming oxides to CO2-consuming base cation
oxides in the rock. The ratio Ro can be calculated (Holland and
Zbinden, 1988; Feakes et al., 1989) using the expression, Ro=MFeO

o /
(8(MNa2O

o+MK2O
o+MMgO

o +MCaO
o )). Here, FeO is assumed to be the

dominant redox-active oxide andMoxide
o is themoles oxide per kilogram

protolith. Reaction stoichiometry dictates that 0.25 mol of O2 are con-
sumed permole of reacted FeO and 2mol of CO2 per mole of solubilized
base cation oxide. The Ro value, the capacity of the protolith to consume
oxygen ratioed to its capacity to consume acid, tends to be larger for
mafic rocks than felsic rocks. For example, the Ro for a typical diabase
(0.04) is larger than for a granite (0.02) because diabase has a high con-
tent of Fe(II) compared to base cation oxides. Thus, for somemole ratios
of CO2:O2 in the soil atmosphere, a gasmixture will become depleted in
O2 before CO2 on a mafic rock but not on a felsic rock. Consistent with
this, acid dissolution has been documented deeper on a diabase
weathering in the VA Piedmont than oxidation whereas the opposite
was observed on a nearby granite (Bazilevskaya et al., 2013). Of course,
the rock composition (Ro) is only one part of the control on the profile-
initiating reaction: also of importance is the composition of the soil at-
mosphere and the biotic controls on O2 consumption and CO2 genera-
tion in the soil (Brantley et al., 2013b).

4.3. The importance of pyrite

The Ro as described above is essentially a mass balance on mineral
components in a rock that consume O2 vs. CO2. To calculate the relative
depths of oxidation and acid-driven dissolution in a rock containing sig-
nificant pyrite and carbonate, the Ro as defined above is inadequate. For
rocks with sufficient pyrite and calcite, the formula for Ro can be modi-
fied (Feakes et al., 1989; Brantley et al., 2013a): Ro=(0.25MFeO

o +
3.75MFeS2

o )/(2(MNa2O
o+MK2O

o+MMgO
o +MCaO

o )+MCaO(cc)
o ). Here,

MCaO(cc)
o and MFeS2

o are the moles of calcite and pyrite per kilogram of
protolith, respectively. This equation takes into account that one mole
of pyrite (FeS2) consumes 3.75 mol of O2, and one mole of CaCO3 con-
sumes one mole of CO2 during dissolution.

However, important aspects of pyrite's reactivity that are not incor-
porated in Ro are that pyrite oxidation releases the strong mineral acid
H2SO4 and that oxidation can be autocatalytic.When pyrite is abundant,
therefore, the released sulfuric acid may dissolve minerals and cause
significant dissolution near the oxidation zone (Chigira and Oyama,
1999). Such H2SO4-driven dissolution can be important at the pedon,
watershed, and global scales (Lichtner and Waber, 1992; Calmels et
al., 2007; Torres et al., 2014).

In some rocks with high pyrite content, enough H2SO4 can be gener-
ated to develop significant permeability at depth (Ayraud et al., 2008).
Zones of such high permeability associated with pyrite oxidation are
often found near the water table. This is likely because the water table
demarcates a gradient in O2 concentration dividing the vadose zone,
where gas migrates quickly, from the water-saturated phreatic zone,
where gas migrates slowly (Bornstein et al., 1980). However, pyrite is
also sometimes observed to have been oxidatively dissolved from rock
materials recovered from beneath the water table (Ayraud et al.,
2008; Brantley et al., 2013a). Such oxidationmay occurwhen oxygenat-
ed fluids are transported beneath the water table (Sullivan et al., in
press). Another explanation could be that the water table was lower
in the past. This may be particularly applicable in mid-latitude North
America, where the last 2000 years have been substantially wetter
than the previous 100,000 years (Shuman and Marsicek, 2016).

Pyrite may also oxidize beneath the water table because of oxidants
other than oxygen. For example, many bacteria associated with pyrite
oxidation can use nitrate rather than oxygen as the electron acceptor
and nitrate is sometimes advected beneath the water table (Ayraud et
al., 2008). In addition, the Fe3+ that is released to solution by pyrite ox-
idation can itself act as an oxidant (Nordstrom, 2000). Pyrite oxidation is
thus autocatalytic because it produces a product (aqueous Fe3+) that is
also a reactant. Rocks rich in pyrite therefore can develop zones of en-
hanced secondary permeability when an oxidant (e.g., O2, NO3

−, Fe3+)
is available at high concentration.

4.4. Major porosity-initiating and soil-initiating reactions

As rock material advects upward above the depth of the profile-ini-
tiating reaction where the most soluble mineral reacts, the moderately
soluble minerals eventually begin to dissolve and create porosity and
permeability.When this next reaction involves amore abundantminer-
al such as feldspar that reacts isovolumetrically to create porosity, we
term the reaction the major porosity-initiating reaction. In some cases
this front demarcates formation of saprolite.

At an even higher elevation, ΔB1, above the nearest channel (Fig. 1),
a soil-initiating reaction demarcates the bottom of massive soil or soil.
The soil-initiation reaction generally involves another abundant miner-
al. Dissolution of thismineral causes further disaggregation and clay for-
mation in a zone of intense biological processing where weathering
eventually becomes nonisovolumetric. This soil-initiating mineral has
lower solubility than the major porosity- or profile-initiating minerals.

Notably, these reactions can cause large changes in porosity and per-
meability. For example, the profile-initiating reaction may cause the
transformation frombedrock toweathered rock, themajor porosity-ini-
tiating reaction may cause the transformation from weathered rock to
saprolite, or the soil-initiating reaction may cause the transformation
from saprolite to massive soil. In these cases the reactions may cause
large enough porosity and permeability changes that water flow paths
transition from vertical to horizontal (Balashov et al., 1999; Brantley et
al., 2013b). Alternatively, some other physical, hydrological, or biologi-
cal mechanism may cause the transformation from bedrock to weath-
ered rock or weathered rock to saprolite or saprolite to soil; in such
cases, the reactions may simply be co-located at the depths where
that phenomenon is important. Regardless, we argue that the elemental
depth profiles can nonetheless yield information about flow patterns
and the cumulative flows of water, as explored in Section 6. First, how-
ever, we summarize in the next section the three case examples show-
ing stacked reaction fronts from the mid-Atlantic region of the eastern
USA. Evidence suggests that these systems are near or approaching
steady state conditions (Pavich et al., 1989; West et al., 2013).

5. Case studies

5.1. Virginia Piedmont diabase and granite

The first two cases are diabase and granitic rocks weathering at
ridgetop positions in Virginia (Pavich, 1986; Pavich et al., 1989; White
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et al., 2001). The two lithologies have an initial porosity of about 2–3%
and are eroding at rates that are equivalent within error (±30%):
4.5 b E b 13 m My−1 (Pavich et al., 1985; Pavich et al., 1989; Price et
al., 2008; Portenga andBierman, 2011; Bacon et al., 2012). The ridgetops
have weathered to form residual soils on bedrock in the Piedmont, a
physiographic province characterized by low relief ranging in elevation
from90 to 200masl. The temperate climate is characterized by aMAP of
~1040 mm y−1.

Hills in the Piedmont are close to geomorphological equilibrium
given the long exposure time and low erosion rates (Pavich et al.,
1989). This is shown by data in Table S1 (Supplementary information)
which summarizes the averages for the slopes of hills in the region on
the different lithologies. The slopes in the table were approximated as
r/L for 10 hills on diabase and granite in the VA Piedmont. Here, r is
the relief of the hill and L is the distance from hillcrest to the nearest
channel head (Fig. 1). The values for the slopes measured from the hill-
crest down to the channel head are equal within error (0.04 ± 0.02 vs.
0.05 ± 0.01, respectively), consistent with the similar erosion rates, as
discussed for Fig. 3 or Eq. 6 in Section 3.

The diabase profile discussed here is from a borehole in the Late Tri-
assicManassas sill complex (Smith et al., 1975). The rock contains about
3 vol.% quartz, 54 vol.% plagioclase feldspar, and 36 vol.% pyroxene (au-
gite)withminor hornblende, ilmenite,magnetite, pyrite, and occasional
reports of trace biotite. In optical microscopy, the augite shows ferrous-
rich and -poor lamellae (Bazilevskaya et al., 2013; Bazilevskaya et al.,
2014). The regolith thickness at the ridgetop is 2 m (Fig. 2).

The granitic rock is a metamorphosed light-gray muscovite-biotite
monzogranite (Lonsdale, 1927; Drake and Froelich, 1977) belonging
to the Cambro-Ordovician Occoquan Formation. It contains about
41 vol.% quartz, 52 vol.% feldspar, and 7 vol.% mica, including biotite
and muscovite (Bazilevskaya et al., 2013). The protolith is a two-feld-
spar granite (i.e., plagioclase and alkali feldspar) and includes trace zir-
con, pyrite, and magnetite (White et al., 2001). The primary quartz and
feldsparmineral grains can exceed 6mm (Lonsdale, 1927). The regolith
thickness under the ridgetop, measured down to protolith, is ~22 m
(Fig. 2).

The diabase has a high FeO content compared to base cation oxides
(Ro = 0.04); and consistent with the discussion in the last section, the
profile initiation reaction is acid-promoted dissolution rather than oxi-
dation. Specifically, the first reaction is dissolution of Fe(II)-containing
augitic pyroxene without precipitation of ferric oxide. Lamellae of this
composition in the pyroxene are observed under transmission electron
microscopy to have dissolved to a small extent in thin sections from 2m
depth in the weathered-rock zone (Bazilevskaya et al., 2014). Such sol-
ubilization and removal of Fe typically occurs in the absence of O2. Sol-
ubilization of this profile-initiating mineral, ferrous pyroxene, has
therefore been attributed to consumption of O2 higher in the rock con-
sistent with the high ferrous content (large Ro value). Where O2 is still
present higher in the profile (above ~1 m), the Fe in the pyroxene was
dissolved and reprecipitated as Fe oxide (Bazilevskaya et al., 2013;
Bazilevskaya et al., 2014). In addition, pyrite is generally missing from
the rock down to about 1.8 m depth.

In contrast, the deepest profile-initiating reactions in the ferrous
iron-poor granite is oxidation of biotite and oxidative dissolution of py-
rite (Bazilevskaya et al., 2014). The relatively thin oxidation depth inter-
val is also marked by loss of K+. Biotite loses this cation to maintain
charge balance as Fe(II) is oxidized to Fe(III). Thus, we infer that O2 re-
mains present at relatively high concentrations to significant depths on
this lithology (Brantley et al., 2013b; Navarre-Sitchler et al., 2015). Bio-
tite and pyrite are oxidized at a depth somewhere near 20 m, defining
the weathered/unweathered rock interface (Bazilevskaya et al., 2013;
Bazilevskaya et al., 2014).

Above the profile-initiating reactions on the diabase (ferrous pyrox-
ene dissolution) and the granite (biotite oxidation), the nextminerals to
react are calcic pyroxene and plagioclase feldspar, respectively. These
reactions, which proceed to 100% completion, mark the transformation
of weathered rock to saprolite (Figs. 2A,B). The nature of these major
porosity-initiating reaction fronts are different in the two rocks, howev-
er. The reaction front for calcic augite in the diabase (Fig. 2A) is only a
few tens of centimeters in thickness (Bazilevskaya et al., 2013;
Brantley et al., 2013b; Bazilevskaya et al., 2014). In contrast, the reaction
front for plagioclase in the granite is much wider (9–10 m, Fig. 2B).
Bazilevskaya et al. (2013) used model simulations to argue that the
wider reaction front for plagioclase on the granite was caused by a larg-
er advection velocity of water through the front compared to the pyrox-
ene front on the diabase (see the wider fronts in Fig. 3E vs. 3H).

The final reactions on the two lithologies are the soil initiation reac-
tions: dissolution of plagioclase in the diabase and alkali-rich minerals
in the granite. All these important reactions in the diabase―the reaction
fronts for profile initiation (ferrous pyroxene), major porosity initiation
(calcic pyroxene), and soil initiation (plagioclase)―are located within
centimeters of one another (Fig. 2B). In contrast, the alkali-richminerals
dissolve in the upper 3 m of the granite, tens of meters above the
deeper-dissolving plagioclase (Fig. 2).
5.2. Rose Hill shale

The third example is weathering of Rose Hill shale in the Valley and
Ridge Physiographic province in Pennsylvania in the Susquehanna Shale
Hills Critical Zone Observatory (Fig. 2). Based on isotopic measure-
ments, the rate of erosion of the Shale Hills catchment, ~30 m/My, is
several times greater than that of the rocks of the Piedmont (West et
al., 2014). Consistent with this higher erosion rate, the slope, r/L, equals
0.19 for the Rose Hill shale, significantly higher than the shallow slopes
exhibited by the hills in the Piedmont on the more competent diabase
and granite lithologies (0.04 to 0.05). This higher slope is consistent
with Eq. (6) because of the faster erosion. At Shale Hills, West et al.
showed that the rate of erosive loss of soil is within error of the rate of
production of soil at the ridgetops. Therefore, like the Piedmont, the
weathering advance rate under the ridgetops is considered here to be
roughly equal to the erosion rate.

In the Rose Hill shale, pyrite oxidation and carbonate dissolution are
the deepest reactions inferred to occur beneath the ridge and it is diffi-
cult based on sample recovery to determine which reaction occurs
deeper (Brantley et al., 2013a). Pyrite is depleted to depths of 23 m be-
neath the northern ridge, to 16 m beneath the southern ridge closer to
the outlet of the watershed, and to 8 or 9 m beneath the channel (Jin
et al., 2011; Brantley et al., 2013a; Sullivan et al., in press). Oxidation
of the trace mineral pyrite comprises a very thin (b1 m) reaction front
(Fig. 2). Under the ridge, the pyrite front is coincident with the zone of
water table variation; but under the valley, the front is deeper than
this zone. Pyrite is assumed here to be the profile-initiating reaction in
the shale.

Partly because of acid released during pyrite oxidation and partly be-
cause of carbonic acid, carbonate minerals have also dissolved to a
depth of ~23 m beneath the northern ridge (Brantley et al., 2013a)
and have a reaction front thickness ≤ 3 m. Under the valley, carbonate
is depleted only to a depth of about 2 m, roughly coincident with the
water table. Jin et al. (2011) called the carbonate-free material saprock
because it maintains much of the physical character of bedrock. For
the shale, we define carbonate dissolution as themajor porosity-initiat-
ing reaction, although it did not disaggregate the rock into saprolite and
it may even initiate deeper than pyrite oxidation, perhaps because
H2SO4 diffused downward.

Within the saprocknear the pyrite and carbonate reaction fronts, ox-
idation of chlorite also begins, releasing Mg to solution as the mineral
transforms to vermiculite (Fig. 2C). Under the ridge, this oxidation be-
gins near the water table and continues upward. Under the valley, this
oxidation begins at 8–9mdepth. Very little change in physical character
of the saprock has been observed to correlate with chlorite oxidation
other than occasional microcracking.
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Finally, in a heavily fractured zone of altered rock that characterizes
the upper ~6 m throughout the catchment, illite dissolution initiates
and eventually disaggregates the rock to form augerable soil. Illite disso-
lution is thus defined here as the soil-initiating reaction. The fracture
zone has been attributed to frost-related processes during the late Pleis-
tocene and Last Glacial Maximum (Jin et al., 2010).
6. Depth, thickness, and spacing of reaction fronts at ridgetops

As described in the last section, the depth, thickness, and spacing of
many of the reaction fronts were observed to be larger on the quartzo-
feldspathic examples (granite, shale) than on the mafic rock. Although
the number of case studies is small, such patterns have been noted else-
where as well (Cleaves et al., 1970; Rice et al., 1985; Pavich et al., 1989;
Buol andWeed, 1991; Nesbitt and Markovics, 1997; White et al., 1998;
White et al., 2001; Anderson et al., 2002;White et al., 2002; Hausrath et
al., 2011; Bazilevskaya et al., 2013; Behrens et al., 2015; Navarre-Sitchler
et al., 2015).

Bazilevskaya et al. (2013) explained the observation of thicker rego-
lith on granitic as opposed to mafic rocks by a four-fold argument relat-
ed to the production of weathering-induced fractures at the base of the
weathering profile: (i) the profile-initiating reaction tends to be oxida-
tion rather than acid-promoted dissolution on felsic rocks because of
the low Ro; (ii) oxidation is often marked by an increase in volume
that drives cracking (e.g., Fletcher et al., 2006); (iii) cracking promotes
advective transport; and (iv) solute transport by advection tends to
thicken regolith (as well as widen reaction fronts) (Brantley and
Lebedeva, 2011). Biotite oxidationmay be an especially important reac-
tion in cracking felsic rocks (Eggler et al., 1969; Van Tassel and Grant,
1980; Nesbitt and Markovics, 1997; Fletcher et al., 2006; Buss et al.,
2008; Lachassagne et al., 2011). However, reactions of minerals such
as pyroxene have also been associated with cracking (Jamtveit and
Hammer, 2012; Behrens et al., 2015).

The key point here is these oxidation reactions are like pyrite oxida-
tion in that they are autocatalytic: they produce a reaction product (in
this case, newly cracked surface area) that acts as a reactant that pro-
motes further chemical reaction. Such autocatalysis thus creates an en-
vironment that can drive continued fracturing and deeper weathering
penetration into protolith. In fact, subhorizontal fracture sets that are
often tens of meters in thickness and highly friable are observed in the
uppermeters of crystalline bedrock at the base ofmanyweatheringpro-
files at depths to 100–200 m, and some argue that these fractures are
caused by the weathering itself (Jones, 1985; Dewandel et al., 2006;
Legout et al., 2007; Lachassagne et al., 2011; Welch and Allen, 2014).
Some researchers argue that alternative drivers for fracturing such as
tectonic activity or topographic readjustment cannot explain many of
the observations of such deep fractured zones on crystalline rock
(Lachassagne et al., 2011). These deep fissured zones have been de-
scribed to sometimes be roughly coincident with the water table or
sometimes to liewell below thewater table (e.g. Jones, 1985). Examples
of fissured rock layers in the literature are generally derived from felsic
rocks.

In addition to the formation of a fissured zone at the top of felsic bed-
rock under weathering profiles, another reason for enhanced advection
through reaction fronts on felsic rocks is that the porosity of these rocks
is propped open during weathering because they have higher contents
of quartz (Figs. 5, 6) and intergrowths of K-containing mica and quartz
(Pavich et al., 1989). Without quartz and K mica, regolith may be thin-
ner on mafic rocks. In addition, smectitic clays form more readily on
mafic rocks because of the high Ca and Mg content, and these clays
can expand and plug porosity, restricting water influx (Rice et al.,
1985; Pavich et al., 1989; Buol and Weed, 1991). We argue that these
tendencies all lead to thicker regolith and wider reaction fronts on
quartzo-feldspathic as compared to mafic rocks (when all else is held
equal).
The final important observation from the case studies is that the re-
action fronts are spaced more widely in the felsic as compared to the
mafic rocks (Fig. 2). Numerical models of granitic weathering have
been used to investigate such spacing (Moore et al., 2012; Brantley et
al., 2013b). Moore et al. concluded that the separation between the pla-
gioclase and potassium feldspar reaction fronts was larger in simula-
tions that were maintained unsaturated and open to CO2. In the
presence of lower pH and high CO2 concentrations under unsaturated
conditions, feldspar weathering was maintained far from equilibrium,
and reaction fronts for alkali and plagioclase feldspars became separat-
ed. In addition, Brantley et al. (2013b) modelled the effect of both CO2

and O2 on weathering and concluded that lower CO2 and higher O2 in
the soil atmosphere, such as expected at the base of a felsic rock with
low Ro, results in separation of the acid and oxygen consumption fronts.
In contrast, for a rock like the diabasewhere the soil atmosphere evolves
at depth to relatively high CO2 and low O2, modelled fronts were ob-
served to almost co-locate, as observed in the diabase (Fig. 2).

7. Conceptual model for two-layer lateral flow inside hills

Although the L & B model requires that water flows predominantly
downward in the unsaturated zone, water also flows laterally in hills
(Pain and Ollier, 1996; Tague and Grant, 2004; Katsura et al., 2008). In
hills developed on crystalline rocks, for example, lateral water flow is
especially common in the depth intervals of fluctuation of the water
table where chemical reactions are prevalent and where it is common
to observe a highly fractured and friable zone of weathered rock as de-
scribed in the last section (Legout et al., 2007; Ayraud et al., 2008). Bio-
geochemical reactions are localized in this zone because (i) O2 and CO2

are entrained into the water as the water table fluctuates; (ii) O2 or
other oxidants drive oxidation of minerals such as pyrite and biotite in
this zone (Taylor and Eggleton, 2001; Ayraud et al., 2008; Lachassagne
et al., 2011), and (iii) water chemistry changes rapidly and frequently,
driving dissolution (Legout et al., 2007).

Lateralflow in hills is not always observed to be confined to the zone
of the fluctuating regional water table however. In fact, anywhere a
high-permeability surface layer overlies a low-permeability sublayer,
water can flow laterally (e.g., Katsura et al., 2008) as long as the perme-
ability contrasts are about an order ofmagnitude (Hopp andMcDonnell,
2009). Such flow has been reported in shales, conglomerates, granites,
volcanics, schists, and other metasedimentary rocks (Cleaves et al.,
1970; McDonnell, 1990; McGlynn and McDonnell, 2003; Peters et al.,
2003; Tague and Grant, 2004; Ayraud et al., 2008; Katsura et al., 2008;
Graham et al., 2010; McGuire and McDonnell, 2010; van Meerveld et
al., 2015; Sullivan et al., in press).

Here the term interflow is used to refer to such lateral flow occurring
high in a hill. This term is used to differentiate it from lateralflowdeeper
within the hill, referred to here as groundwater flow. Sometimes this in-
terflow may be perched. In other cases, this high-elevation lateral flow
may occur because of a very high transient water table. Whether inter-
flow is perched or not, this lateral water flow is important in hills in ad-
dition to lateral flow in the deeper zone. In the well-studied Panola
granite in Georgia (USA), for example, a well-defined low-permeability
layer located at shallow depths high in the hill allows lateral flow of
water to the channel after rain events; however, water also flows later-
ally at a deeper boundary layer between weathered and unweathered
rock (van Meerveld et al., 2015). In crystalline felsic rocks such as the
Panola granite, such a deep zone of lateral flow is expected as described
in the last section, because such aquifers commonly have a high-perme-
ability fissured and friable weathered rock layer situated between the
overlying saprolite and the underlying protolith (Jones, 1985). This
deep fissured layermight be the layer where spheroidal weathering be-
gins due to biotite oxidation as observed in some systems (Buss et al.,
2008). In this paper, the upper flow is referred to as interflow and the
lower flow as groundwater flow.We argue that two such zones are like-
ly where reaction fronts have separated over meters or tens of meters,



Fig. 8. Theweathering domain of the two-layer lateral-flow hill model (Fig. 7) depicted in
1D. In reality, all horizontal lines are slightly inclined so that this is a parallelogram with
sides parallel to a hillslope. The angle of the hillslope is assumed to be small so that the
rectangle is a reasonable approximation of this domain. The soil surface moves down at
a constant erosion rate and is considered equal to the weathering advance rate W. Q(0)

and Q(1) represent water flow in the unsaturated zone between land surface and the
upper interflow zone, or between the interflow and groundwater flow zones,
respectively. Lateral flow could occur anywhere a permeability contrast is large enough
to allow transient saturation; however, lateral flow is largely localized at the upper or
lower reaction fronts, i.e., RF1 or RF2, respectively. The dissolved concentrations of the
reacting mineral at equilibrium in the interflow and groundwater flow volumes are C1

eq

and C2
eq, respectively. The upper hachured layer is the zone of water table fluctuation for

the water table at highstand or for a perched layer; the lower hachured layer is the zone
of water table fluctuation of the present-day regional groundwater table or a relict
fluctuation zone from a previously-deeper water table (see text). For unfractured mafic
systems such as the diabase in Fig. 2, RF1 and RF2 are almost coincident and flow does
not separate into two zones. For felsic systems or fractured systems such as the granite
and shale in Fig. 2, RF1 and RF2 separate by meters or tens of meters: in this case the
lower zone of flow is typically an oxidation zone and is marked by the intense
biogeochemical reactivity of minerals such as biotite and pyrite. Some variables are
defined in Figs. 1 or 7.
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such as for the granite and shale in Fig. 2. In contrast, on massive mafic
rocks where reaction fronts do not separate, two zones of lateral flow
are not likely to develop (Fig. 2A).

We have not developed a numerical treatment of complete geo-
chemical regolith evolution in hills with vertical and lateral fluid flow.
In Figs. 3–5, for example, the Darcy velocities were held constant and
vertical everywhere. However, because some simulations (see Fig. 3A)
show that hills can have near-linear slopes, we instead explore the
flow patterns for a planar hillslope simply by considering what mass
balance might look like for a steady state (Fig. 7). The linear hill is as-
sumed to be characterized by reaction fronts that record fluid flows at
that depth.

We start with a 1D conceptualization (Fig. 8). Net water flow down-
ward occurs above the upper reaction front (RF1) defined as the soil-ini-
tiating reaction. The zone above RF1 is also the location of interflow. At
greater depths, a second reaction delineates RF2 and the location of
groundwater flow. As we have discussed, for quartzo-feldspathic
rocks, RF2 is likely to be near the oxidation front. RF1 is the front
where CO2 consumption initiates and the organic acids are largely con-
sumed. However, CO2 is also consumed in reactions between RF1 and
RF2. In the diagram, the bottom of each front is labelled as RF1 or RF2
and the concentration of the reactingmineral is assumed to be identical
to that of protolith at that point.

Intermittently, a zone of water saturation occurs above RF1, varying
up and down within the hachured zone. This is the zone of occasional
interflow and is labelled Qint and is colored on Figs. 7 and 8. Likewise,
the onset of oxidation at RF2 marks the bottom of the major porosity-
initiating reaction and is often coincident with the interface between
weathered rock and protolith. The lower colored zone sitting above
RF2 shows the zone of variation in elevation of the regional water
table. This is the zone we term groundwater flow, Qgw.

For Qint at RF1 and Qgw at RF2, the thicknesses of the flow zones (Hint

and Hgw respectively; Fig. 7) are assumed to be coincident with the
thicknesses of the variations of the water table for interflow and
groundwater flow, respectively. These depth intervals are considered
to be zones of marked contrast in permeability that are caused in at
least some cases by biogeochemical reactions. In the zones of water
table variation, lateral flow occurs, biogeochemical reactions are rela-
tively fast, removal of material is relatively fast, and the extent of
Fig. 7. A conceptual model for a hill with two layers of lateral water flow (see also Fig. 1
where some variables are defined). The upper layer is soil and the bottom layer is
unweathered rock (UWR). RF1 and RF2 are the bottom of the upper and lower reaction
fronts, respectively, as described in the text. These fronts are co-localized with zones of
water table fluctuation for interflow and groundwater flow, respectively. Hint and Hgw

are the depth intervals of water table fluctuation or, alternately, thicknesses of the high-
permeability flow layers; these layers are characterized by hydraulic conductivities Kint

and Kgw, for the interflow and groundwater flow zones, respectively. The
semitransparent vertical arrows indicate the vertical flow of water in the unsaturated
zone between land surface and interflow and between interflow and groundwater flow
zones.
weathering is high. The upper reaction front may also sometimes over-
lie a zone of intense precipitation or illuviation of clay minerals that oc-
clude permeability.

In contrast to the lateralflowzones, in thedepth intervalswell above
RF1 and between RF1 and RF2, water flows predominantly downward as
Q(0) and Q(1), respectively (Fig. 8). We know this flow occurs because of
the evidence of chemical reactions in this zone and because such reac-
tion can only occur if water is allowed to flow. Specifically, above RF1
in Shale Hills or in the VA granite, potassium-containing minerals
have dissolved and their depletion documents the cumulative passage
of water. Likewise, between RF1 and RF2, chlorite has oxidized and pla-
gioclase has become depleted in Shale Hills and the VA granite, respec-
tively. The relatively wide reaction fronts for chlorite and plagioclase in
Figs. 2B,C in the shale and the granite respectively (Fig. 2) document
flow through the zone above RF2 because advective transport of solutes
through a front causes front widening (Bazilevskaya et al., 2013).

7.1. The mass balance equations for a linear hill model

Figs. 1 and 8 delineate three important interfaces: land surface, RF1,
and RF2. Between these interfaces are important zones of regolith: (i)
above RF1: massive soil + soil characterized by partial, intermittent
water saturation, (ii) between RF1 and RF2: saprolite and weathered
rock characterized bypartial, intermittentwater saturation; and (iii) be-
neath RF2: unweathered rock characterized by continual water satura-
tion. In this section, we seek to use element concentrations to predict
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the ratio of interflow to groundwater flow, Qint/Qgw, for hills evolving
such that E = W (Figs. 7, 8).

The ratio Qint/Qgwcan be determined through water mass balance:

Qp ¼ qpAR ¼ Q 0ð Þ ¼ Q int þ Qgw ð7aÞ

Qgw ¼ Q 1ð Þ ð7bÞ

Here qp(m/s) is the net infiltration flux (roughly, mean annual pre-
cipitation (MAP) minus evapotranspiration (ET)), and AR(m2) is the
map-view area. The downslope fluxes can be written as (Fig. 7):

Qi ¼ qiai ð8Þ

where qi is the Darcy velocity (L T−1) in each layer i (where i refers to
subscript int or gw, respectively), and ai is the cross-sectional area of
the layer of flow to the channel.

In the upper layer (i = int), we assume that reactive mineral 1 dis-
solves to release solute 1. Concentration of solute 1 at the bottom of
the reaction front (at RF1 on Figs. 7, 8) is assumed to equal the equilib-
rium concentration C1

e (kg m−3). Here, concentrations are calculated
per unit volume of pore fluid. Likewise, a second solute, component 2,
is present at equilibrium concentration C2

e at RF2.
The concentrations of components 1 and 2 in the solid phase are de-

fined at RF1 andRF2 per unit volume of rock: ρ1 and ρ2(kgm−3), respec-
tively. If the hill achieves a steady state, then the weathering advance
rate (L T−1),W, can be equated for RF1 and RF2:

ARWΔρ 1ð Þ
1 ¼ Cav

1 Q int þ Ce
1Q

1ð Þ ¼ Cav
1 Q int þ Ce

1Qgw ð9aÞ

ARWΔρ 2ð Þ
2 ¼ Cav

2 Qgw ð9bÞ

Here,Δρi(j) is loss of the ith component from the solid phase at RF1 or
RF2 (j=1 or 2, respectively), and Ci

av is the concentration of component
i in the fluid averaged over the cross section of the subhorizontal layer j.
These equations express that themass loss of each component from the
solid phase is balanced by solute transport in Qint and Qgw. Solutes 1 and
2 are furthermore assumed to be present in insignificant concentrations
in precipitation (or, alternately, the concentrations are corrected for in-
puts from precipitation). For simplicity in Eqs. (9a) and (9b)we assume
C1
av=C1

eand C2
av=C2

e. In otherwords, on average theflow removeswater
in equilibrium with the dissolving minerals.

One complication is that components sometimes move in the sub-
surface not only as solutes but also as particulates (Jin et al., 2010;
Sullivan et al., in press). To account for this, we write C1

av=C1
e+C1

prt=
αC1e. Here, C1prtis the concentration of component 1 moving as a particle
andα≥1is the correction factor that corrects the equilibrium concentra-
tion to take into account this particle transport. Using these assump-
tions Eqs. (9a) and (9b) are rewritten as:

ARWΔρ 1ð Þ
1 ¼ Ce

1 αQ int þ Qgw
� �

að Þ
ARWΔρ 2ð Þ

2 ¼ Ce
2Qgw bð Þ ð10Þ

This second equation emphasizes that Qgw/AR (the watershed area-
normalizedflux of groundwater out of the system) is an emergent prop-
erty in the steady state hill: it is a function of the erosion ratewhich is in
turn set by the uplift rate (i.e., steady state weathering rate where E =
W). It is also affected by lithology through Δρ2(2), and mineral solubility
(C2e). Although derived differently for somewhat different treatments,
these equations are equivalent to equations used previously (Cleaves
et al., 1970; Pavich, 1986; Cleaves, 1993; White, 2008; Brantley and
White, 2009). However, interflowwas not taken explicitly into account
in the previous work.

Our treatment emphasizes that the most soluble minerals are re-
moved largely at RF2 while the more moderately soluble minerals are
removed at RF1 and the least soluble minerals are removed at the land
surface. In effect, we argue that the hill evolves to remove minerals of
different solubilities at different surfaces by partitioningwater into ver-
tical and horizontal flow paths. Minerals can have solubilities that differ
by small numerical factors (e.g., different compositions of feldspar) or
by orders of magnitude (e.g., quartz and calcite). For example, the solu-
bility of albite, which often initiates at the oxidation front RF2 in granite,
is approximately 6 × 10−7 mol L−1 and the solubility of potassium feld-
spar, which often defines RF1, is 3 × 10−7 mol L−1. In contrast, the sol-
ubility of calcite is on the order of 6 × 10−5 mol L−1 (Berner, 1981).
Small or large differences in solubilitymust be accommodated by differ-
ences in cumulative flow if a hill evolves toward the steady state condi-
tion of E = W.

Also notable, the soil-initiating reactions on the more felsic rocks in
Fig. 2 are all potassium-containing reactions. This is at least partly be-
cause the solubility of K-containing silicates tends to be lower than
that of the Na-, Mg-, and Ca-containing silicates (Berner, 1981). Howev-
er, K is also a nutrient that is taken up into biota, stored for short resi-
dence times, then returned to the soil during plant degradation
(Jobbagy and Jackson, 2001). This internal recycling increases the aque-
ous K concentration in upper regolith, decreasing the reactivity of K
minerals. In this sense, biota comprise a negative feedback on the K-
containing minerals, slowing the rate of loss of K and Si from the top
layers because of the retention of K. Likewise, biota are largely responsi-
ble for production of CO2, and higher values of PCO2 in the soil atmo-
sphere result in greater separation of the plagioclase and potassium
feldspar reaction fronts (Moore et al., 2012).

Eq. ((10) constrains the ratio we seek (where the approximation is
true when particle transport is insignificant):

Q int

Qgw
¼ Δρ 1ð Þ

1

Δρ 2ð Þ
2

−
Ce
1

Ce
2

 !
Cav
2

Cav
1

¼ 1
α

Δρ 1ð Þ
1

Δρ 2ð Þ
2

Ce
2

Ce
1
−1

 !
≈

Δρ 1ð Þ
1

Δρ 2ð Þ
2

Ce
2

Ce
1
−1

 !
ð11Þ

When α= 1 (i.e., for coarse-grained rocks that do not lose particles
in the subsurface), Eqs. (7a), (7b)–(11) can be combined to yield:

Qgw

Qp
¼ Δρ 2ð Þ

2 Ce
1

Δρ 1ð Þ
1 Ce

2

ð12Þ

or, alternately,

E ¼ W ¼ qpC
e
1

Δρ 1ð Þ
1

¼ QgwC
e
2

ARΔρ
2ð Þ
2

: ð13Þ

These equations document thatQint/Qgw is constrained by the loss of
the major porosity- and soil-initiating minerals and their solubilities. In
the next sections we show that this treatment roughly describes the
three case studies.

7.2. Linear hill model applied to VA granite

We first apply Eqs. ((10)–(13) to the VA granite (Bazilevskaya et al.,
2013) using estimates ofMAP – ET= qp=0.38my−1 and AR=1.1 km2

for the Davis Run watershed in VA (Pavich et al., 1989). The volume
change (strain) during weathering was taken into account (Brimhall
and Dietrich, 1987) because strain influences the mineral concentra-
tionswhen they are expressed per bulk volume of rock (see supplemen-
tal information).

The granite weathering profile initiates with oxidation of biotite (to
form weathered rock) at RF2, but this reaction also initiates the major
increase in porosity associated with dissolution of plagioclase to form
saprolite (Bazilevskaya et al., 2013). The major porosity-initiating reac-
tion occurs at the weathered rock/saprolite interface. We therefore as-
sumed that Δρ2(2) = 1.017 kmol Na2O m−3 (Table S2). Significant
mass loss also occurs at RF1, the soil-initiating reaction (at the sapro-
lite/massive soil interface) because of dissolution of the potassium-
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containing minerals (potassium feldspar, muscovite, and biotite; Table
S2). Therefore, Δρ1(1) = 0.435 K2O kmol m−3. We assumed that Qint

flows at the massive soil/saprolite interface and that Qgw flows at the
saprolite/weathered rock interface.

Using Eq. (13) and E = 6 m My−1, we calculate C1
e

(=14.4 mmol K m−3). This value is not unreasonable in comparison
to measured values of themaximum dissolved concentrations of potas-
sium (58.8 mmol K m−3) shown in Table S3 for a stream, Davis Run,
sampled on theVA granite (Pavich, 1986). To estimateC2e, we use the av-
erage concentration of Na in Davis Run (Table S4, 261 mmol Na m−3)
which we assumed was a good estimator for groundwater as it is likely
to reflect baseflow (Pavich, 1986). These values substituted into Eq. (11)
yield Qint/Qgw = 0.9 (assuming no contribution from particulates, i.e.,
α = 1). This rough estimate is not dissimilar to the value of 0.67 esti-
mated by Pavich (1986). Furthermore, if significant road salt contributes
Na to the stream as suggested by Pavich et al. (1985), the actual value of
C2
e would be lower andwould yield a lower ratio of Qint/Qgw. UsingQp=

4.2 × 105m3 y−1 as reported for the Virginia site andQint/Qgw=0.9, we
also estimate Qgw/AR = 0.20 m y−1 and Qint/AR = 0.18 m y−1.
7.3. Linear hill model applied to VA diabase

We complete the same calculations using Eqs. (10)–(13) for the
weathering diabase. Once again, we assume that the deepest reaction
(dissolution of ferrous pyroxene) sets RF2, but is coincident with onset
of the major porosity-initiating reaction (dissolution of augite). In this
case it is difficult to distinguish groundwater flow (moving at the
weathered rock/saprolite interface) from interflow (moving at the sap-
rolite/massive soil interface) because the plagioclase (RF1) and pyrox-
ene (RF2) reaction fronts do not separate significantly (Fig. 2). After
calculating and correcting for strain (supplemental information), the
loss of Na2O at the saprolite/soil interface (RF1) was used to define
loss of plagioclase, Δρ1(1) = 1686 Na2O/2 mol m−3, while the loss of
CaO at the weathered rock/saprolite interface (RF2) was used to define
loss of pyroxene, Δρ2(2) = 1097 CaO mol m−3 (Table S5).

Following the approach described above for the VA granite and using
Eq. (13) with the same values of E (=6 m My−1) and qp
(=0.38 m year−1), C1ewas estimated to equal 0.027 mol Na m−3 (Eq.
(13)). An estimate for C2e was derived from porewater Ca measured for
the 0.1 to 2.1m depth interval for a diabaseweathering in Pennsylvania
(Yesavage et al., 2016): ~0.23mol Cam−3 (Table S6). With this value of
C2
e, Eq. (11) yields Qint/Qgw ≈ 12.1.
Although these concentrations are all poorly constrained, Qint/Qgw is

a high value because of the nature of diabase: loss of the oxide compo-
nent from themassive soil-initiatingmineral is larger at RF1 than loss of
the oxide component from the major-porosity initiating mineral at RF2

because Δρð1Þ
1

Δρð2Þ
2

N 1. When this condition is met, it is likely from Eq. 11

thatQint/QgwN 1 sinceCe
2

Ce
1
N 1 (themineral dissolving at RF1 is by definition

less soluble than the mineral at RF2.) At the most simple level, the con-

dition Δρð1Þ
1

Δρð2Þ
2

N 1 is likely for the diabase because the rock hasmore plagio-

clase (dissolves at RF1) than pyroxene (dissolves at RF2). In contrast, for

the granite, Δρ
ð1Þ
1

Δρð2Þ
2

b 1 because this two-feldspar granite has more plagio-

clase (RF2) than potassium feldspar (RF1).

Also notable, although Ce
2

Ce
1
N 1 for 2 = Na and 1 = K simply because

the plagioclase feldspars have higher solubilities than the alkali feld-

spars, vegetation also affects the ratio Ce
2

Ce
1
by working to retain nutrients

in the upper layers. This in turn is likely to increase the aqueous concen-
tration of K compared to an abiotic analogue, affectingQint/Qgw. In effect,
vegetation retains and recycles K in the upper layers (Brantley et al.,
2012), stabilizing K-containing minerals by increasing aqueous K con-
centrations. On the other hand, vegetation also returns water to the
atmosphere through evapotranspiration, a process which decreases
Qint and Qgw. Overall, vegetation is therefore likely to shunt less water
to interflow (Brantley et al., 2012).

7.4. Linear hill model applied to Shale Hills

We also use Eq. (11) for Shale Hills where themajor porosity-initiat-
ing mineral is assumed to be ankeritic calcite (dissolution initiates at
RF2) and the soil-initiating mineral is illite (RF1). The ankerite and illite
losses at RF2 and RF1 yieldΔρ2(2) = 215 andΔρ1(1) = 579 kgm−3 of bed-
rock (Table S7). The shale is thus more similar to the diabase than the

granite in that Δρð1Þ
1

Δρð2Þ
2

N 1. In this case where we have ample field data, es-

timates for the solute concentrations were derived from groundwater
measurements: C1

e = 0.0133 g/L of illite and C2
e = 0.15 g/L of

(Ca0·8Mg0.2)CO3. However, more than half of the total clay removed is
removed in the subsurface as particulates (Sullivan et al., in press): we
therefore set α=2.5. Inserting these values into Eq. (11) yields Qint/
Qgw = 12. This value is very similar to Qint/Qgw estimated based on hy-
draulic conductivities by Sullivan et al. (in press): ~10.

In this case, because we did not use E to calculate C1
e from Eq. (13),

we instead use Eqs. (10) and (7a) and (7b) to calculate Qgw and Qint.
We used the average erosion rate (assumed equal to theweathering ad-
vance rate,W) for Shale Hills of 30m/My (West et al., 2014) and thewa-
tershed surface area (AR) of 0.08 km2. Eq. (10b) yields Qgw =
3 × 103 m3 y−1. This value agrees with published estimates estimated
for groundwater outflow by other means at Shale Hills
(3 × 103 m3 y−1) by Lin (2006).

8. Lithology and Qint/Qgw

These examples are order-of-magnitude estimates that were
discussed to show that the linear hill mass balance is a useful represen-
tation for some systems. In fact, the ratio of Qint toQgwmight be possible
to estimate even for poorly defined systems just on the basis of rock
composition alone. This would address the need for better conceptual
models for groundwater systems as articulated in the literature (Banks
et al., 2009; MacQuarrie et al., 2010).

As an example, we calculate Qint/Qgw for another felsic system in the
Piedmont where we have even less information: Pond Branch, a water-
shed developed on ametapelite (Cleaves et al., 1970). No concentration
vs. depth data were reported; however, the initial metapelite has
~10.6% plagioclase, 23.9% muscovite, and 9.8% biotite (Cleaves et al.,
1970). The main dissolution reactions are observed to be weathering
of Na and Ca-containing plagioclase and K-containing mica (Cleaves et
al., 1970; Pavich et al., 1989).

Applying the linear hill calculations (Eqs. ((10)–(13)) to Pond
Branch, we choose Na and K as components 2 and 1 respectively. Disso-
lution of plagioclase (with composition of 22% anorthite) is assumed to
initiate at RF2 (component 2 = Na, Δρ2(2)≈ 825mol Na per m3 of rock)
and biotite at RF1 (component 1 = K, Δρ1(1) ≈ 670 mol K per m3). With
the reported values of 1.9 ppm K (0.049 mol m−3) in interflow and
1.5 ppm Na (0.065 mol m−3) in baseflow (Cleaves et al., 1970), and
(MAP − ET) = 0.18 m y−1 (Cleaves et al., 1970), we calculate Qint/
AR = 0.013 m y−1, Qgw/AR = 0.167 m y−1, and Qint/Qgw ≈ 0.08.

Assuming that water leaves the catchment either as baseflow or in-
terflow, and equating baseflow to groundwater flow, this value of Qint/
Qgw is consistent with loss of 92% of water that enters the catchment
as groundwater. This value is in turn surprisingly consistent with the
published estimate (Qint/Qgw≈ 0.1) that 90% of the water left the catch-
ment as baseflow (Cleaves et al., 1970). Instead of relying on observa-
tions from stream chemistry, we could have calculated Qint/Qgw from
estimated solubilities for albite (6 × 10−4 mol m−3) and potassium
feldspar (3 × 10−4 mol m−3) in pure water (Berner, 1981). In this
case the estimate is Qint/Qgw ≈ 0.7, consistent again with most of the
water (~60%) leaving as groundwater flow.
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Thus even for systems without mineral depth profiles or stream
chemistry observations, the approach has utility. Patterns of Qint/Qgw

for steady state systems might therefore be predictable from lithology:
from Eq. (11) we predict that Qint/Qgw should be largest for protoliths
with a trace amount of a highly soluble mineral in a mostly insoluble
and impermeable matrix, i.e., high values of C2e/C1e and Δρ1(1)/Δρ2(2) re-
spectively. This describes, for example, a low-permeability quartz-dom-
inated sandstone with minor calcite and alkali feldspar. In this case,
component 1 is potassium present in relatively insoluble alkali feldspar
and 2 is CaCO3 present in trace quantities as the soluble mineral calcite.
Assuming solubilities in pure water of potassium feldspar and calcite of
3 × 10−4 and 0.06molm−3, respectively (Berner, 1981), yields Qint/Qgw

N N 1. In this case, Eq. (12) is consistent with 0.5% of themeteoric influx
leaving as groundwater flow from a low-permeability sandstone that
contains 5% calcite (major porosity-initiating mineral) and 5% potassi-
um feldspar (soil-initiating mineral).

These ideas can also be applied to igneous rocks ranging from felsic
to mafic compositions. This gradient varies from granites that contain
abundant quartz, both types of feldspars (alkali feldspars with potassi-
um and plagioclase feldspars with sodium/calcium), and micas; to dio-
rites with plagioclase feldspar, minor quartz, mica, and amphibole; to
diabase (gabbroic rocks)withmainly plagioclase and pyroxene. Regard-
less of themineralogy, C1e b C2

e because mineral 2 dissolves at depth and
mineral 1 dissolves near the surface. To estimate a first-order approxi-
mation using Eq. (11), we therefore only considerΔρ1(1)/Δρ2(2). In a gran-
ite where Δρ1

(1)/Δρ2(2) b 1 (1 refers to potassium minerals alkali
feldspar + mica; 2 refers to plagioclase), the value of Qint/Qgw from Eq.
(11) is b1 and most water leaves the hill as groundwater. In contrast,
in a mafic rock (mineral 1 = plagioclase and 2 = pyroxene) such as
the VA diabase discussed here, Δρ1(1)/Δρ2(2) N 1. Therefore, according to
Eq. (11), more water leaves that rock as interflow than as groundwater.

With these calculations we are implying that groundwater will be
greater than interflow at steady state in some hills simply because of
the mineralogical composition. In effect, when a deep-reacting mineral
is more abundant than a shallow-reacting mineral in a given lithology
within a hill, a permeability structure will develop to allow more
water to flow through theweathered rock as groundwater than through
the upper layer as interflow. In this way, themore soluble and abundant
mineral can be dissolved and removed at the same rate as the less solu-
ble and less abundant mineral. Of course, such flow patterns cannot
occur if the rock remains impermeable and unfractured, i.e., if it evolves
like the VA diabase. For this reason, we have emphasized permeability-
enhancing reactions. In fact, the compositional range that is likely to ex-
perience more groundwater than interflow overlaps with the composi-
tion that is likely to experience oxidation-induced fracturing because
this composition often contains biotite. The content of biotite may be
a good predictor of weathering-induced fracturing and deep groundwa-
ter flow through weathered rock because biotite has been commonly
observed to swell during oxidation and has been inferred to create frac-
tures. This is consistent, for example, with the observation that regolith
is thicker on biotite-bearing pelitic schists than sericite-chlorite
phyllites in the Piedmont (Pavich et al., 1989) or that little weathering
occurs on biotite-lacking leucogranites but deep weathering occurs on
biotite granites (Dewandel et al., 2006).

Of course, the ratio of O2 to CO2 in the soil atmosphere varies from
location to location, and high O2 in the soil atmosphere in some areas
might allow oxidation-induced fracturing to drive deep infiltration
even in rock with high FeO content. For example, in contrast to Fig.
2A, some diabase units in Virginia and Pennsylvania (PA) show spheroi-
dal weathering (Pavich et al., 1989; Hausrath et al., 2011) and some
have attributed this type of weathering to oxidation-induced fracturing
(Fletcher et al., 2006). A difference between the VA diabase and the
spheroidally weathered PA diabase is that the former is a slower-erod-
ing, coarser-grained sill while the latter is a faster-eroding finer-grained
dike. In the PA dike, for example, the grain size of the feldspar and py-
roxene varies between hundreds of microns and 1 mm, whereas in
the VA diabase the grain size is 1–2 mm. In the Piedmont, finer-grained
diabase units exhibit better-developed jointing than the coarser-
grained units (Roberts, 1928). Such jointing likely allows oxygenated
water to access deeper parts of the diabase profile. Under such well-
drained conditions, oxygen may be maintained at concentrations that
crack the rock even though it is FeO-rich (Ro = 0.04). The importance
of fracture spacing in determining the depth of weathering on diabase
in the VA Piedmont was emphasized previously by Pavich et al. (1989).

In summary, in massive mafic rocks weathering in a hill at steady
state, Qint/Qgw is large because the rock does not fracture during
weathering and reaction fronts do not separate (Fig. 2). In felsic rocks
that contain biotite, Qint/Qgw becomes small because the permeability
increases because of weathering-induced fracturing driven by biotite
oxidation deep in the profile. The ratio Qint/Qgw may also become
small in pyrite-rich rocks that oxidize and develop deep high-flow
zones. Given the importance of oxygen in driving fracturing, the actual
delivery of oxygen to deep weathering―by preexisting vertical frac-
tures in the system―also affects the extent of oxidation-induced
fracturing.

9. Reaction front depth intervals as valves

If hills weather and erode at steady state, then these calculations
show that the permeability of the interfaces between the soil, saprolite,

and weathered rock must evolve until Qgw

Qp
¼ Δρð2Þ

2

Δρð1Þ
1

Ce
1

Ce
2
(Eq. 12). In other

words, hills that contain minerals of different solubility and reactivity
evolve to develop permeability in the upper flow zone, Kint, and lower
flow zone, Kgw, that allows the partitioning of Qp into Qint and Qgw so
that U = E = W. This idea is an extension to the idea promoted earlier
by Pavich (1986): soil acts ‘to partition rainfall into evapotranspiration,
runoff, and recharge to the saprolite’. We argue that the hill itself de-
velops a permeability architecture consisting of massive soil and soil,
characterized by slow-dissolving mineral reactions (often the alkali-
containing minerals), and saprolite and weathered rock, characterized
by fast-dissolvingmineral reactions (often, Na- and Ca-containingmin-
erals) and that this architecture partitions Qp into Qint and Qgw (see Fig.
7):

Q int

Qgw
¼ Hint

Hgw

K int

Kgw

ΔB1

ΔB2
ð14Þ

Certain depth intervals act as valves that partition the water flows,
and the reaction fronts at these depths can cause the valve behavior
and record the water flows at the valves.

As pointed out previously, the ratio Δρð1Þ
1

Δρð2Þ
2

largely determines whether

Qint and Qgw are both important at steady state. In the granite, the ratio
(i.e., the ratio of potassium toplagioclase feldspar) is b1, andmostwater
leaves the hill as groundwater. In contrast, in the Rose Hill shale, the
ratio N 1, and most water leaves as interflow. The zones of high-volume
flow in these two quartzo-feldspathic rocks are separated over tens of

meters depth. Like the shale, the value of Δρð1Þ
1

Δρð2Þ
2

for the diabase, i.e., the

ratio of plagioclase feldspar to pyroxene, is N1, and most water leaves
as interflow. However, in the massive diabase, the feldspar and pyrox-
ene reaction fronts are closely co-located, and interflow and groundwa-
ter flow are co-locatedwithin a narrowdepth interval. In themore felsic
shale and granite, RF1 and RF2 separate by meters.

The separation of reaction fronts is determined partly by chemistry
(soil gas, mineral composition, mineral abundance) and partly by the
density of fractures. Felsic or highly fractured rocks separate into
upper and lower dissolution zones that host interflow and groundwater
flow respectively. The upper zone is dominated by dissolution by CO2

and organic acids while the lower zone is dominated by reactions
with O2, the remaining CO2, and any H2SO4 generated by pyrite. In
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contrast, massive mafic rocks with low Ro are not as likely to develop
separated fronts because they are less likely to experience oxidation-in-
duced fracturing. Unless they are characterized by preexisting fractures
due to cooling or tectonics, these lithologies develop only one zone of
important lateral flow because the reaction fronts remain narrow and
unseparated with little of the water flow penetrating weathering rock.
Even when these rocks are fractured, regolith depth, and separation of
fronts remains smaller than on quartzo-feldspathic rocks (Pavich et al.,
1989).

When the permeability of the interflow zone is much larger than
that of the groundwater flow zone and ΔB1 ≥ ΔB2, as observed for
rocks like the Rose Hill shale, much of the solubilized mass of the rock

leaves the system in interflow. In contrast, when Δρð1Þ
1

Δρð2Þ
2

b 1, much of the

solubilized mass leaves at depth because of the high secondary perme-
ability in the weathered rock. For example, in massive granites in the
Piedmont that have very little primary permeability, drillers report
highly permeable sand and boulders at the saprolite-weathered rock in-
terface (Nutter, 1969). We argue that this high permeability results
fromweathering-induced fracturing and oxidative dissolution (of pyrite
and biotite especially) and we point to previous studies as evidence for
such phenomena (Jones, 1985; Taylor and Eggleton, 2001; Dewandel et
al., 2006; Legout et al., 2007; Ayraud et al., 2008; Buss et al., 2008;
Lachassagne et al., 2011; Brantley et al., 2013b; Navarre-Sitchler et al.,
2015).

Finally, it is important to note that the notion of steady state for
weathering and erosion is perhaps a ‘convenient fiction’ (Phillips,
2010). Steady state is nonetheless often assumed and is probably useful
in temperate regions such as the Piedmont rocks discussed throughout
this paper (Pavich et al., 1989). Our model may therefore be useful to
understand such systems. On the other hand, the implications of our
model―that mineral solubility must be taken into account in consider-
ations of weathering advance and erosion rates if steady state is ever to
be attained―may also be useful in assessing if steady state is operative
in some systems.
10. Conclusions

Many observations of hills have documented thatwater can flow lat-
erally in the mostly unsaturated zone as well as at depth (Tromp-van
Meerveld et al., 2007; Ayraud et al., 2008; Katsura et al., 2008; van
Meerveld et al., 2015). Conceptual and numerical models of such flow
are needed.

We describe a conceptual model for hills on relatively impermeable
bedrock in regions where precipitation is greater than potential evapo-
transpiration. In our model, water flows in two main zones of water
table fluctuation: an upper interflow zone that forms when the water
table is high or perched, and a lower groundwater zone. This latter
zone may represent the zone of fluctuation of the regional water table
but it can also be a layer well below the regional water table that is a
zone of intense fracturing and friable weathered rock. Such deep frac-
tured and friable layers have been identified repeatedly in groundwater
studies of crystalline rock (e.g. Jones, 1985; Dewandel et al., 2006;
Legout et al., 2007; Lachassagne et al., 2011). Importantly, the two
zones of water table fluctuation are also depth intervals that record sig-
nificant biogeochemical reaction, i.e., reaction fronts. Indeed, these reac-
tion fronts may be a main cause of the porosity and permeability that
maintain flow in the two zones. For example, clay precipitation or depo-
sitionmay cause or contribute to the formation andmaintenance of im-
permeable layers that underlie the upper flow zone. Likewise, the deep
fractured and friable layer has been attributed to weathering-induced
fracturing in crystalline rock at the base of the weathering profile
(Buss et al., 2008; Lachassagne et al., 2011). Our model is very different
from a recent model that emphasized only the properties of the
protolith (Rempe and Dietrich, 2014) because our concept emphasizes
the dual importance of the protolith and the regolith in controlling the
fluxes of fluids and the depth of weathering.

The zone of interflow is typically co-located with a shallow reaction
front (RF1) near the bottom of soil or massive soil. The RF1 is dominated
especially by CO2 and organic acid reactions and is often associatedwith
formation of a clay layer that can act as an aquitard. A second important
reaction front, RF2, is co-aligned with or lies below the deeper regional
groundwater table. The deepest reaction is typified by reactions with
O2 (especially felsic rocks), CO2 (especially mafic rocks), or H2SO4 (py-
rite-containing rocks). This deep reaction, RF2, typically also delineates
the onset of the major porosity-initiating reaction. In massive mafic
rocks the two lateral flow zones do not tend to separate significantly,
but in felsic rocks the zones can separate over tens of meters.

The reaction fronts document chemical loss or gain of minerals and
are thus often characterized by contrasts in permeability. As such, the
reaction front depth intervals act like valves that reorient unsaturated
water flow from predominantly vertical to lateral. The shunting of ver-
tical to lateral flow at RF1 affects the rate of shallow and deep reactions
because it removes reaction products from RF1 at the same time that it
controls the extent of infiltration of water and reactants to RF2. Lateral
flow at RF2 removes the most soluble minerals as groundwater flow.

At the same time that downward flowing water is reoriented from
vertical to lateral at reaction fronts, rock material that advects upward
through eroding hills is similarly redirected from vertical to lateral
flow. Specifically, the most soluble minerals first leave the system at
RF2 by dissolving into groundwater and flowing laterally to the channel.
In felsic rocks this deep reaction zone typically marks the zone of con-
sumption of O2 and is then immediately followed by growth of porosity
due to dissolution of plagioclase feldspar. Oxidative dissolution is accel-
erated in the zone of water table fluctuation in response to the entrain-
ment of O2 into groundwater as the water table moves up and down. If
minerals are not dissolved at RF2 or if the rate of upward advection of
material is fast enough, unreacted minerals move up and through the
dominantly unsaturated zone, and moderately soluble minerals reach
RF1 where they dissolve. Only the least soluble minerals are exposed
and removed at the land surface by erosion. Whether a given mineral
becomes exposed at the land surface is a function of the residence
time in the hill (determined by the erosion rate), the lithology (how
much mineral is initially present), and the volume of water that flows
past themineral while in the subsurface (determined by the infiltration
rate).

During the transit of water and particles through the hill, feedbacks
between porefluid chemistry, particle size, fracture density, and soil gas
drive the hill toward the condition where rates of uplift = erosion =
weathering advance. Biota are often involved in these feedbacks. The
slope of the hill is set by the erosion rate while the slopes of the reaction
fronts are set by the rates of water influx. Importantly, the slope of the
RF1 zone is controlled by precipitation (P) minus evapotranspiration
(ET), but the slope of RF2 is controlled by P − ET - interflow.

The two reaction zones tend to separate by meters under hills on
felsic rocks but centimeters on mafic rocks because permeability opens
up during weathering of felsic rock because of weathering-induced frac-
turing that allows advection of water through reaction fronts. This infil-
tration increases the regolith thickness, reaction front thickness, and
spacing of fronts. Onmassivemafic rocks, regolith and reaction fronts re-
main thinner, and chemical losses occur in co-located shallow lateral
flows. The most important exception to this felsic vs. mafic contrast is
when high fracture or joint densities created by tectonics or cooling or
other pre-existing conditions allow significant infiltration of oxygenated
fluids intomafic rock. In such cases, the drainage can promote spheroidal
weathering, thicker regolith, and the separation of reaction fronts.

According to these ideas, hills evolve toward a permeability architec-
ture that allows material to be removed from the hill at steady state as
solutes and as particles. The permeability is an emergent property of
the hill that allows partitioning of water to removeminerals of different
solubilities and rock material of different fracture toughness. Such
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lithological considerations should be useful in generating the conceptu-
al underpinnings of quantitative hillslope hydrology models. Further
collection of data about hill architecture would aid in the development
of numerical models that explore the feedbacks and evolution of frac-
ture densities and chemical reactions and thus illuminate how hills
work.
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