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Abstract Details of Earth’s shallow subsurface—a key component of the critical zone (CZ)—are largely
obscured because making direct observations with sufficient density to capture natural characteristic
spatial variability in physical properties is difficult. Yet this inaccessible region of the CZ is fundamental to
processes that support ecosystems, society, and the environment. Geophysical methods provide a means for
remotely examining CZ form and function over length scales that span centimeters to kilometers. Here we
present a review highlighting the application of geophysical methods to CZ science research questions.
In particular, we consider the application of geophysical methods to map the geometry of structural features
such as regolith thickness, lithological boundaries, permafrost extent, snow thickness, or shallow root zones.
Combined with knowledge of structure, we discuss how geophysical observations are used to understand
CZ processes. Fluxes between snow, surface water, and groundwater affect weathering, groundwater
resources, and chemical and nutrient exports to rivers. The exchange of gas between soil and the atmosphere
have been studied using geophysicalmethods inwetland areas. Indirect geophysical methods are a natural and
necessary complement to direct observations obtained by drilling or field mapping. Direct measurements
should be used to calibrate geophysical estimates, which can then be used to extrapolate interpretations
over larger areas or to monitor changing processes over time. Advances in geophysical instrumentation
and computational approaches for integrating different types of data have great potential to fill gaps in our
understanding of the shallow subsurface portion of the CZ and should be integrated where possible in
future CZ research.

1. Introduction

The “critical zone” (CZ) is Earth’s breathing skin: a life-supporting epidermis that reaches from the top of
vegetation down through soil, weathered rock, and fractured bedrock. The CZ transforms intact bedrock into
regolith, soil, sediments, and ultimately into solutes through physical, geochemical, hydrological, and
biological processes that occur from the top of the subaerial biological zone to the base of the groundwater
zone. The rates at which those processes occur, the complex interactions among them, and their responses
to ongoing natural and anthropogenic changes are topics of intensely accelerating research spanning an
array of scientific disciplines. The recent establishment of a group of Critical Zone Observatories (CZOs) in the
U.S., and a parallel network of global sites, spotlights the importance assigned by the global Earth science
community to understanding CZ processes.

CZ research addresses issues of fundamental relevance to the ecological services that human societies
depend on, including nutrient cycles, erosion and landscape evolution, and water supply and quality. For
example, how fast does bedrock weather into regolith and soil, and what controls that rate? Where is water
stored in the CZ, and how does CZ structure affect the exchange of water between surface and subsurface
reservoirs? What role does the deep CZ play in supporting ecosystems? How thick is the regolith, and how do
climate, mechanical failure, chemical weathering, and biologically mediated processes regulate that
thickness? And how will CZ structure and function respond to ongoing global change?

Addressing such questions requires synoptic research that spans the full depth range of the CZ, from treetops
to the base of fractured bedrock. While the upper part of the CZ—the vegetation, soil, and surface water—is
readily accessible [e.g., Jin and Brantley, 2011; Takagi and Lin, 2011; Johnson et al., 2012], the deeper
reaches, where many processes occur, are often difficult to access. The thickness of the CZ varies from
millimeters or centimeters (in bedrock outcrops) to many tens of meters (in heavily weathered terrains), but it
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is seldom thin enough to sample completely with shovels, soil pits, and trenches. Drilling and augering are
often employed to measure deep CZ properties and processes, but they have limitations: augering, while
inexpensive, is limited to the depth of refusal, invasive, and typically limited to a few narrow, widely
spaced holes. Drilling adds expense to that list—in the limited locations where it is possible to use the heavy
drilling equipment needed to install deep wells. Lateral variability of lithologic, sedimentary, and hydrologic
units—a common and important characteristic of the CZ—cannot be sufficiently mapped with these direct
sampling methods. To study the deep CZ, geophysical techniques that can remotely sense changes or
contrasts in the structure and physical properties of this otherwise inaccessible region may be deployed.

Fortunately, the recognition of the need to study CZ processes has been paralleled by important advancements
in near-surface geophysical instrumentation andmethodology. Over recent decades, the ability to acquire data
over larger areas in more dimensions (including time) has greatly improved, while geophysical instruments
have become smaller, lighter, and cheaper. As a result, it is now possible for small teams of scientists, working
over a reasonable field campaign, to characterize the shallow subsurface over vertical scales from centimeters
to hundreds of meters and at lateral scales from meters to kilometers. New algorithms and vastly improved
computational power enable geophysical imaging with unprecedented resolution and improved
understanding of uncertainties. Preliminary (but reliable) results can be produced formanymethods in amatter
of minutes to hours, enabling flexible field surveys in which data acquisition strategies can adapt to structural
information as it is revealed. Finally, many geophysical methods are well suited to time-lapse measurements,
allowing the study of processes over varying temporal (as well as spatial) scales [e.g., Johnson et al., 2012].

All geophysical methods indirectly measure physical property distributions within the subsurface.
Ground-penetrating radar (GPR) uses high-frequency electromagnetic waves that are sensitive to the
dielectric permittivity of an Earth material; electrical resistivity tomography (ERT) uses a low-frequency
electrical field to determine the electrical resistivity structure of the subsurface; seismic refraction uses elastic
waves that reveal seismic velocity; and so forth. Data are typically acquired on or above the Earth’s surface,
but unlike most remote sensing techniques, geophysical data contain information about variability in
subsurface properties. The depth of investigation and resolution depends not only on the physics of the
method but also on the distribution of subsurface properties. In general, the various geophysical methods
can provide information about depths frommeters to tens or hundreds of meters, spanning the full extent of
the below-ground CZ. By combining several geophysical methods, we can produce representations of CZ
structure and processes that span the full range of relevant scales. These process representations may be
then linked to geochemical, hydrological, and ecological data.

At the outset of the development of the CZO network, geophysical methods were recognized as a key tool for
subsurface characterization, with the understanding that new tools might need to be developed in the future
[Brantley et al., 2006]. In this review we summarize the thrust of near-surface geophysics research most
relevant to imaging the CZ, including examples of recent applications of these methods to CZ problems.
We also identify the research challenges and present a vision for future application of geophysics to CZ
research. We indicate how geophysical measurements can be advantageous for imaging CZ properties and
processes, in particular for investigations of the deep CZ; present examples where geophysical methods have
contributed to better understanding of CZ science objectives; and identify the scientific challenges that
are currently faced within the field of geophysical applications to CZ science. A central theme of our paper is
to show that discoveries within the deep CZmay be accelerated through application of geophysical methods
over a range of scales in time and space.

2. Background on Geophysical Measurements

Due to the range of physical properties being explored and the diversity of instrumentation available for CZ
studies, a brief overview of geophysical techniques is included below. For a more comprehensive technical
review of the theoretical and procedural underpinnings of geophysical methods, the reader is referred to
several excellent existing reviews referenced in each subsection. Readers who are already familiar with
near-surface geophysics measurement methods may wish to skip to section 3.

2.1. Seismic Methods

Seismic methods exploit the propagation of elastic energy in the subsurface and are divided into reflection,
refraction, and surface wave methods, depending on the principal wave types considered in each method:
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reflected energy from sharp boundaries (velocity or density contrasts), refracted compressional (Pwaves with
velocity Vp) or shear (S waves with velocity Vs) waves that bend through velocity gradients, and boundary
waves that propagate along the surface (“ground roll”). All three methods involve recording the wavefield on
geophones. Reflection and refraction seismic methods rely on the creation of seismic waves by active
sources (sledgehammer, explosives, weight drops, and vibrators), while surface waves can be sourced either
actively [Park et al., 1999] or passively [Louie, 2001]. Reflection methods, extensively applied in the near
surface (see review by Steeples [2005]), are often difficult to implement in the upper 50m due to strong lateral
and vertical variations in seismic velocity. Near-surface refraction and reflection methods have been
reviewed by Rabbel [2010]. Vs provides a useful complement to Vp, as it responds differently to fluid saturation
and fracture geometry [e.g., O’Connell and Budiansky, 1974; Pride, 2005]. Subsurface shear wave velocities
can be deduced from either tomography of shear body waves (S waves) or by analysis of surface waves
(Rayleigh or Love waves), which propagate at a large fraction of the shear velocity. Shear waves can be
difficult to generate and detect in typical refraction work and usually require horizontal-component
geophones and specialized sources [e.g., Grelle and Guadagno, 2009]. The most common way to estimate
shear wave velocity in the critical zone is multichannel analysis of surface waves (MASWs), a technique that
uses Rayleigh wave dispersion curves to derive (typically) one-dimensional models of Vs beneath a short array
[Xia et al., 1999; Socco and Strobbia, 2004].

2.2. Ground-Penetrating Radar

Ground-penetrating radar (GPR) is similar to seismics in that it is a wave-based geophysical method but
uses the timed transmission and reflection of electromagnetic waves (10–2000MHz) in place of seismic
energy. Typically, GPR utilizes a single source-receiver antenna pair. Geometric information about the
subsurface is obtained by traversing the target area with the antennas along survey profiles. This
measurement is completely noninvasive as the antennas only slide across the surface of the Earth.
Dielectric permittivity is the physical property that primarily governs electromagnetic (EM) wave velocity
at GPR frequencies, which depends on water content due to the strong permittivity contrast between
water (≈80) and air (≈1). To acquire velocity depth profiles that may be used to infer physical and
material properties, it is typical to use multiple-offset measurements where the source and receiver are
spread apart from a center point, to use the depth to a known reflector to convert measured traveltime and
distance to velocity or to estimate velocity from diffractions produced by objects such as boulders or roots.
The review by Neal [2004] and the textbook edited by Jol [2008] provide comprehensive information about
the GPR method.

2.3. Electromagnetics

Active source electromagnetic (EM) methods respond to subsurface electrical conductivity. EM methods
operate at lower frequencies than GPR and therefore rely on the physics of diffusion rather than wave
propagation, allowing for much greater depth of penetration but with lower spatial resolution. EM
measurements are made using loops or coils of wire and do not require direct contact with the Earth,
allowing for rapid acquisition from airborne or towed platforms. Time-varying currents in a transmitter loop
or coil induce EM fields in the subsurface that interact with geologic materials causing an electric current
which in turn results in a secondary EM field that is detected in a receiver coil and contains information
about the subsurface electrical properties. Instrumentation may be hand carried, towed behind a vehicle,
deployed using wire loops or coils laid on the ground surface, or slung beneath an aircraft. Ward and
Hohmann [1988] provide extensive additional details on EM geophysics, and Siemon et al. [2009] review
airborne electromagnetic methods for large-scale mapping.

2.4. Nuclear Magnetic Resonance

Nuclear magnetic resonance (NMR) is unique among geophysical methods in that the measurement is
directly sensitive to water. NMR uses electromagnetic fields to excite the state of hydrogen protons in water
molecules within a background magnetic field and then detects the signal from those protons as they return
from their perturbed state. Varieties of NMR instruments may utilize large wire loops on the Earth surface
and the Earth’s magnetic field or downhole logging tools with wire coils and permanent magnets. Please
refer to Hertrich [2008] for additional details on the NMR method.
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2.5. Electrical Resistivity Methods

Electrical resistivity tomography (ERT) is an active source geophysical method that uses a low-frequency
electrical current that is galvanically injected into the ground between two electrodes and measures the
difference in voltage between two or more different electrodes. This is a minimally invasive method because it
requires placing electrodes a few centimeters into the ground to create electrical contact. This pattern is
repeated through many combinations of transmitting and receiving electrodes along a line or grid, and the
result is a cross section or volume distribution of electrically resistive or conductive regions in the subsurface.
Charge storage in the Earth, typically associated with grain-fluid interface properties, can also be measured
through the induced polarization (IP) method, both in the time domain or frequency domain. Binley and Kemna
[2005] and Zonge et al. [2005] provide comprehensive descriptions of galvanic electrical geophysics.

2.6. Self-Potential Method

The self-potential method is a passive geophysical technique that is sensitive to active processes such as fluid
flow, diffusion, and electrochemical transport and redox zonation. The result of these subsurface source
mechanisms is potential voltage field (self potentials) that can be measured on the Earth’s surface using a
standard voltmeter and nonpolarizing electrodes. Analysis of the spatial distribution of self potentials can be
used to make inferences about subsurface processes and can be highly complementary to other geophysical
methods. Revil and Jardani [2013] provide a comprehensive review of the self-potential method.

2.7. Gravity Field

Passive gravity observations can provide key constraints on structural features such as basin thickness and
fault geometry over a range of scales. Satellite-based gravity data (such as from Gravity Recovery and Climate
Experiment (GRACE) [Rodell et al., 2007]) provide continental-scale information about geological structure
and changes in hydrologic storage. Airborne gravity data provide important basin-scale information about
geologic structure and faulting, while at the site scale, ground-based observations are used to delineate local
changes in sediment or rock type. Microgravity measurements using accurate ground-based gravimeters
have been used to monitor changes in subsurface water storage. Recent advances in airborne and
ground-based gravity gradiometry instrumentation allow for the measurement of the full gravity tensor,
rather than just the traditionally measured vertical component, promising improved capabilities to resolve
subsurface structures. See Nabighian et al. [2005] for a review of gravity methods.

2.8. Distributed Temperature Sensing

Fiber optic-distributed temperature sensing (FO-DTS) exploits measurable changes in the optical properties
along fiber-optic cables that result from temperature and strain variations. A laser pulse transmitted down the
cable is affected by the changes in the glass fiber, and light backscattered from microscopic imperfections
in the glass is detected at a sensor. The frequency shifts of this applied pulse are correlated to temperature,
thus yielding a temperature measurement along the cable on the order of every meter. Please refer to
Selker et al. [2006] for additional details on the FO-DTS measurement.

The following three other relevant topics are also important for brief discussion, beyond the methods
detailed above.

2.9. Forward Modeling of Geophysical Data

Given that the underlying physics that each geophysical method is based on are well understood, it is
possible to create forward models, or synthetic data sets, of geophysical measurements. There are two
common examples of how forward modeling may be useful: for prediction and for interpretation. In terms of
prediction, several geophysical methods (e.g., transient electromagnetic and ERT) have depth sensitivity
or resolution that is determined by the physical properties of the subsurface at the study site. Therefore,
forward modeling the data based on some general expectations of the subsurface target may provide useful
information to guide survey design. A second reason that forward modeling may be useful is to guide
interpretation of unusual targets. For example, if an unusual feature was observed in GPR data, it would be
possible to model possible target geometries to explain what is seen in the field data. In some cases, forward
models may be available from the authors of inversion routines [e.g., Loke and Barker, 1996; Müller-Petke
and Yaramanci, 2010], while in other cases they may be independent [e.g., Irving and Knight, 2006].
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2.10. Geophysical Data Inversion

Geophysical inversion is the mathematical process of constructing models of a physical property in the
subsurface based on measured data and any a priori information about the subsurface that may exist. The
basics of geophysical inversion can be found in many texts, including Menke [1989], Tarantola [2005], Scales
et al. [2001], and Aster et al. [2005]. Because geophysical data are inherently ambiguous and uncertain, it is
often advantageous to combine multiple types of measurements that have complementary sensitivities to
the subsurface properties of interest. Joint inversion methods have emerged as a quantitative approach to
integrate data from multiple geophysical methods or nongeophysical data (e.g., hydrogeologic) to create
better constrained models [Doetsch et al., 2010; Irving and Singha, 2010; Pollock and Cirpka, 2012].

2.11. Physical Property Relationships

Observed geophysical properties (e.g., resistivity, seismic velocity, and dielectric permittivity) are generally
not equivalent to the material properties required by geologists or hydrologists (e.g., lithology, permeability,
moisture content, and geochemical concentrations). Consequently, a rock physics relationship is used to
relate the measured geophysical parameter to the material property of interest. While some joint inversion
techniques circumvent the use of rock physics relations, we more commonly build relationships at the lab
or field scale and apply them to the geophysical data or inversion results. Theoretical relations have only been
proven for simple materials, and empirical relations are usually site specific. Application of rock physics
relationships to inverted geophysical models is problematic due to nonuniqueness and variable sensitivity
(seeDay-Lewis et al. [2005] for an overview). For a review on rock physics methods, seeMavko et al. [1998] and
Lesmes and Friedman [2005].

3. Geophysical Characterization and Critical Zone Process Observation Examples

Next, we highlight how geophysical measurements are able to image parameters related to CZ processes
such as weathering, hydrology, and biogeoscience. Selected examples from the recent literature are provided
to illustrate the unique information content of geophysics. We consider the scale of the observations, the
physical relationships employed, and the significance of the data with respect to questions pertaining to
CZ processes.

3.1. Regolith and Weathering

Weathering processes are at the heart of understanding the critical zone. The CZ largely consists of
weathered regolith and the flora and fauna it sustains, yet fundamental questions about the controls on
regolith generation remain unanswered. Recent hypotheses on regolith generation propose key roles for
topographic stresses [Slim et al., 2014], reactive transport and reaction kinetics [Fletcher and Brantley, 2010],
chemical disequilibrium above the water table [Rempe and Dietrich, 2014], tectonic fracturing [Clarke and
Burbank, 2011], and north versus south aspect [Anderson et al., 2013]. These and other hypotheses make
predictions about how regolith thickness should vary with topography, weathering, aspect, and erosion, but
critical hypothesis tests are largely lacking due to a paucity of regolith thickness measurements across
landscapes. Geophysical data can uniquely fill this knowledge gap.

Each of the geophysical methods described in section 2 has a unique strength in imaging regolith and
weathering processes, but recent research has shown that thesemethods aremost powerful when combined
together. P and S wave velocities from seismic refraction surveys provide a fundamental constraint on the
thickness of regolith, since weathering always reduces seismic velocities, either through the creation of pore
space (which is filled with either air or water and thus necessarily lower in velocity than the bedrock) or
through the replacement of higher-velocity parent minerals, such as plagioclase, with lower velocity
weathering products, such as clay minerals [e.g., Olona et al., 2010].

Seismic refraction is especially useful in terrains underlain by crystalline rock, where all units can be interpreted
as either bedrock or its weathered products. In such areas, rock physics models of seismic velocities can provide
estimates of porosity that show broad agreement with those calculated from in situ samples [Holbrook et al.,
2014]. However, seismic refraction does a relatively poor job of identifying lithological boundaries in
sedimentary units, due to both the intrinsic limits of resolution of refraction images and the overlap in velocity
between sedimentary rocks with high initial porosity (such as alluvial deposits) and regolith. A combination of
methods is most likely to lead to improved interpretations of subsurface structure and properties.
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Befus et al. [2011] used seismic refraction tomography to image the weathered zone of two alpine catchments,
0.46 and 2.7 km2 in size, and found differences in regolith thickness depending on north/south aspect. This
study was designed to test a watershed-scale hypothesis that different catchments would have different
weathering depth to bedrock. Other studies have estimated weathering depth by comparing surface wave and
P wave refraction data [Casto et al., 2009] or refraction, surface wave and ERT data. As shown in Figure 1, Olona
et al. [2010] demonstrate that VP (Figure 1a), VS (Figure 1b), and resistivity (Figure 1c) surveys produce images
with different areas of sensitivity, although they can be interpreted to reveal similar subsurface patterns.
Most important is the interpretation of the portions of the three data sets that are coincident (Figure 1d) where
the pattern of low velocity and resistivity as an indicator of the highest weathering class (and vice versa for the
lowest weathering class) can be observed and confirmed using borehole data. Furthermore, resistivity
investigations calibrated with geophysical logging and multiscale surface measurements have proven to be
effective for estimating regolith depth in conjunctionwithmineralogy to explain a limitation to the processes of
weathering bedrock into saprolite [Braun et al., 2009]. We note that this is site specific; the relationship may
be reversed under certain geologic conditions, and therefore, the resistivity measurement must be combined
with either direct validation or another data set (e.g., seismic) for accurate interpretation.

Within the regolith, hydrologic processes are key drivers of weathering. Geophysical measurements may
sense parameters related to weathering, and numerous recent studies show the potential for geophysical
tools to improve subsurface characterization. For example, McClymont et al. [2011] combined seismic, ERT,
and GPR data to estimate hydrologic flow paths in a moraine (Figure 2) over a 250 × 200m area and to a
depth of 60m. In this example, areas of high resistivity (labeled “HR” in Figure 2) are inferred to be
unsaturated zones at varying levels of weathering. In contrast, the low-resistivity zones (labeled “LR” in
Figure 2) are identified as groundwater zones, either in the unconsolidated moraine or in underlying
fractured bedrock. By including flow through bedrock fractures and through the moraine over the bedrock,
they were able to develop a conceptual model using geophysical evidence of water movement from
recharge at high elevations in the catchment to a lower elevation pond. In a related study, McClymont et al.
[2012] use seismic and GPR data to define bedrock topography that underlies moraine and talus deposits of
an alpine watershed and combine this information with time-lapse gravity data to better understand
changes in water storage. Using combined seismic and electrical resistivity data sets, Holbrook et al. [2014]
revealed variability in degree of weathering within the regolith. At the scale of hundreds to thousands of
square kilometers, airborne electromagnetic (AEM) data provide opportunities to map regolith thickness and
geomorphological features relevant to hydrological processes [Worrall et al., 1999]. Jørgensen et al. [2012]
combined AEM, seismic, and borehole data to reveal the configuration of faults and sedimentary structures in
an area of 730 km2. Vrbancich and Fullagar [2007] used AEM methods to map sediment thickness and
bedrock topography in a shallow seawater environment. One-dimensional seismic MASW inversions along a
transect have been used to produce 2-D estimates of Vs, used to estimate depth to bedrock in the critical
zone [e.g., Parker and Hawman, 2012]. In all such cases, the primary value of the surveys is the definition of the
large-scale geometry of the geological units and the development of conceptual models for hydrological
processes. The limitation of such information is in the ambiguity of the geophysical relationship to physical
properties and the possibility for misinterpretation. For example, the interpretation in Figure 2 implicitly
assumes that variations in saturation primarily drive the resistivity variation, although resistivity is also
strongly controlled by groundwater composition, grain size, and mineralogy.

3.2. Erosion and Sediment Transport

Physical weathering in the form of sediment transport in rivers and streams has implications for
geomorphology as well as nutrient cycling. The challenge with measuring sediment transport comes from
the wide spatial and temporal scales over which this process occurs. The advantages of geophysical
measurements to support estimates of sediment transport by surface water lie largely in the implementation
of sensor arrays in time-lapse mode. Hsu et al. [2011] observed that using time-lapse passive seismic
measurements combined with information about river stage and discharge allowed for a mapping of
transport of gravel over a river bottom. Rickenmann et al. [2012] use a combination of time-lapse seismic and
direct automated sampling to calibrate passive seismic measurements to fluvial processes such as
transported bed load mass, a methodology that has been deployed in several different stream and river
environments [Rickenmann et al., 2012, 2014; Schmandt et al., 2013]. Passive seismic sensors have also been
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Figure 1. Weathering variations in a granitic massif. (a) VP, (b) VS, and (c) resistivity geophysical models and interpreted interfaces with core log overlaid. (d) A joint
comparison of interfaces from geophysical models shows where the three field measurements agree, largely in the high-sensitivity portion of the cross section.
RQD indicates Rock Quality Designation, a measure of rock fracture in the rock. This demonstrates repeatable results and value of joint imaging (figure reprinted from
Olona et al. [2010]).
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demonstrated to be effective at
locating the spatial position of mass
wasting events in mountain
catchments where background seismic
noise is low compared to the sediment
transport signal [Burtin et al., 2013].
The primary strength of such
approaches is the potential to detect
catchment-scale geomorphological
events, including those that are
invisible to remote sensing techniques.
However, research is needed to fully
understand event detection limits,
resolution in relation to spacing of
seismic sensors and accuracy of event
location [Burtin et al., 2013].

3.3. Preferential Hydrologic
Pathways

Water movement through preferential
pathways in the subsurface—specifically:

How much? Where? and When?—is an open area of uncertainty in CZ hydrology. These questions are
related to hypotheses, for example, that preferential pathways drive solute transport [e.g., Wildenschild
et al., 1994], impact biological activity [Wang et al., 2013], and influence partitioning of water in the hydrologic
budget [Tetzlaff et al., 2014]. Geophysical tools have frequently been used to image subsurface preferential
pathways that are important for determining where water moves and consequently control solute fluxes.
These preferential pathways are usually defined by hydraulic conductivity heterogeneity, which geophysical
measurements may be sensitive to, especially if time-lapse measurements are collected. For example,
surface-based GPR surveys [e.g., Grasmueck, 1996; Tsoflias et al., 2004] have been used to detect fractures by
capitalizing on the contrast in dielectric permittivity between solid phase geologic materials and the fluid
that fills the fractures. ERT has also been successfully used in fractured rock environments [e.g., Hansen and
Lane, 1995; Slater et al., 1997], and new inversion techniques have recently been investigated for ERT to map
fracture zones more accurately by explicitly incorporating known fracture locations from wellbore logs
[Robinson et al., 2013]. Active source S wave tomography studies, often combined with S wave reflection
imaging, have been used to image subsurface fault zones [Catchings et al., 2014] and buried esker aquifers
[Pugin et al., 2009]. Preferential pathways in limestone have been imaged with GPR, leading to new
understanding of how water moves through dissolution features and is stored in the aquifer over short (i.e.,
storm) and seasonal timescales [Truss et al., 2007]. Self-potential observations have also been used to map
preferential flow associated with buried channels [Revil et al., 2005] and to advance understanding of the
dynamic hydrologic behavior within collapse conduits in covered karst environments [Bumpus and Kruse,
2014]. Geophysical tools have also been shown to be effective at mapping preferential pathways in the
unsaturated zone. Through experiments on synthetic macropores,Moysey and Liu [2012] suggest that flow
through preferential pathways in soil can be detected using ERT if the resistivity of the soil matrix is
sufficiently high that surface conduction can be ignored. During an investigation at a hillslope field site,
Cassiani et al. [2009] were able to demonstrate using time-lapse ERT that direct infiltration into soil and
bedrock at their study site is responsible for the majority of precipitation transport—important knowledge
that can enable accurate modeling of hillslope hydrologic processes. In another hillslope study, Leslie and
Heinse [2013] demonstrated the ability of ERT measurements to image soil pipes as preferential flow paths
(Figure 3), thus providing an explanation for subsurface hillslope drainage processes. In this example after
forest burning, the locations of soil pipes within ~0.35m of the surface were imaged as high-resistivity
anomalies (Figure 3), in most cases corresponding with directly observed excavated soil pipes. Sassen et al.
[2009] used high-resolution GPR to reveal the function of roots as preferential flow paths guiding water
deeper into the subsurface. In all cases, preferential flow paths can only be identified when the size of the
pathway is large enough to generate a measurable anomaly in the geophysical signature at the selected

Figure 2. Six ERT tomograms viewed in 3-D space within a proglacial
moraine. Gray mesh shows interpolated water table (WT) and bedrock (B)
reflections. HR1-4 and LR1-3 indicate high- and low-resistivity anomalies,
respectively. Circles define the location of two small groundwater springs
(figure reprinted from McClymont et al. [2011]).
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measurement scale. Consequently,
detection of small-scale features
that may exert a strong control on
flow and transport will inevitably
be limited to imaging over small
spatial scales. Furthermore, the
regularization constraints associated
with inverse modeling, particularly
with resistivity methods, may often
smooth out fine-scale features and
prevent their detection. Features
identified in static geophysical
surveys must be interpreted with
caution as, for example, an electrically
conductive feature does not
necessarily equal a hydraulically
conductive feature. Time-lapse
monitoring of tracer transport in

preferential flow paths can overcome this limitation as transport is directly detected but may not be practical.
Self-potential signals are unique in that flow is directly detected under the right conditions. Wishart et al.
[2006, 2008] demonstrated how self-potential signals could be used to directly detect directions of flow in
fractured bedrock and that such information could not be obtained from resistivity measurements.

3.4. Groundwater/Surface Water Interaction

Interaction of surface waters with surrounding aquifers provides ecosystem services [e.g., Brunke and Gonser,
1997; Krause et al., 2011] such as thermal buffering, metal uptake, and denitrification. Open questions
associated with groundwater-surface water exchange include the time-variable extent of the hyporheic zone
and geologic controls on exchange processes [e.g., Wroblicky et al., 1998]. One of the advantages of
geophysical tools in these systems is that they can provide a more complete picture of the subsurface than
can be achieved from in-stream measurements or piezometers alone, which is the standard way of
characterizing processes occurring within aquifers surrounding streams. Geophysical methods can also help
to address some limitations of reach-scale studies that estimate upstream behavior based on limited
downstream observations in the surface stream.

Geophysical data, particularly ERT, have become commonly used to look at controls on exchange processes
[e.g., Ward et al., 2010; Cardenas and Markowski, 2011; Toran et al., 2012]. ERT has been used to map the
architecture and heterogeneity of subchannel sediments controlling exchange beneath streams [Cardenas
et al., 2004]. Ward et al. [2010] demonstrated the use of time-lapse ERT imaging coupled with electrically
conductive solute tracers to image the hyporheic zone in two dimensions across a transect of a low-gradient
stream. Geophysical measurements have also allowed scientists to directly map changes in hyporheic zone
extent using tracer tests [e.g., Ward et al., 2012], natural tracers from infiltration [Coscia et al., 2011], or
stage changes [Johnson et al., 2012]. In general, most studies have explored stream systems on the tens of
meters to kilometer scales, although larger-scale imaging is possible. For example, in transitional coastal
environments, AEM data have been used to map saltwater intrusion at scale of over tens to hundreds of
square kilometers to study processes where fresh and saline surface waters mix with groundwater [Fitterman
and Deszcz-Pan, 1998; Viezzoli et al., 2010]. Similar applications of AEM to inland environments revealed
the presence of saline sediments in an aquifer system related to a paleo-Okavango Megafan [Meier et al., 2014].

Slater et al. [2010] combined waterborne ERT/IP imaging with FO-DTS to investigate groundwater-surface water
interaction along ~3 km reach of the Columbia River, Washington (Figure 4). The main outcome was to reveal
exchange between the river and geologic contacts that outcrop into the river (Figure 4a). Induced polarization
imaging was used to determine the formation thickness (Figure 4b, left) and help to infer zones where water
could exchange. These methods successfully mapped variations in the thickness of the aquifer unit along the
river corridor, which was shown to focus exchange of river water and groundwater and to control uranium
transport (Figure 4b, right).Mwakanyamale et al. [2013] showed that FO-DTS data from the same portion of the

Figure 3. Resistivity tomograms of the root zone after a burn event: 2-D
slices and measured soil pipe cross-section positions (black circles) from
excavation with interpolated continuous soil pipes; red dashed circles
highlight measured pipes that coincide with resistivity anomalies (figure
reprinted from Leslie and Heinse [2013]).
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Columbia River site could reliably
quantify exchange versus
nonexchange zones. Johnson et al.
[2012] revealed the inland extent of
the surface water/groundwater
interface resulting from variations in
river stage using time series analysis
of continuous time-lapse ERT data.
The combined outcome of these
geophysical measurements was a
much improved understanding of
the controls on groundwater/surface
water interaction that can be used to
improve conceptual and numerical
models for contaminant transport at
this site [Hammond and Lichtner, 2010].

Groundwater/surface water
interaction is also important in the
CZ of cold regions, where the
existence of permafrost may serve
as a hydrologic barrier that controls
geochemical transport from the
terrestrial environment to rivers and
streams [Walvoord et al., 2012]. Thaw
through permafrost may result in a
permeable hydraulic pathway that
connects surface water and
groundwater and has been
identified as one mechanism that
may drive the number and aerial
extent of lakes [Yoshikawa and
Hinzman, 2003; Roach et al., 2011].
Minsley et al. [2012] gained insight
into how permafrost and surface
features relate to regional
hydrologic systems using AEM data
acquired over more than 300 km2 in
the Yukon Flats, Alaska (Figure 5).
In the horizontal slices from the
surface and 45m depth (Figures 5a
and 5b), it is possible to see cool
colors indicative of frozen ground
and the notable warm diagonal
stripe in the northeast section that
represents unfrozen ground. Similar
information can be gleaned from
the profile (Figure 5c) to visualize
spatial variability in total permafrost
thickness (black dashed line). These
AEM data revealed extensive
connections between lakes and
rivers and deep aquifers below the
frozen sediments that were

Figure 4. Integration of waterborne resistivity/induced polarization imaging
with fiber optic-distributed temperature sensing (FO-DTS) along the
Columbia River corridor adjacent to the U.S. Department of Energy Hanford
300 Area: (a) simplified geologic cross section of the site highlighting aquifer
(Hanford) and semiconfining (Ringold) formations. The Hanford-Ringold
contact limits vertical transport and directs groundwater toward the river.
(b) Variations in Hanford formation thickness estimated from resistivity/IP
imaging (left) compared with locations of focused exchange determined from
FO-DTS during winter months when exchange locations are associated with
high-temperature anomalies that show a negative correlation with river stage.
Yellow box in the left image is estimated extent of Hanford outcrop on river
bed from projections of borehole data inland. Orange contours in the right
image are uranium contours in μg/L. Figure modified from Slater et al. [2010].
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previously unknown and enable interpretation of thaw processes (Figure 5d). Based on AEM results and
Landsat-derived lake area change data, Jepsen et al. [2013] concluded that on a multidecadal timescale,
shallow permafrost thaw linked to suprapermafrost flow in permeable aquifers is a more important driver for
lake area change than thoroughgoing groundwater/surface water connections. At the even larger spatial
scale of major river basins of North America and Eurasia, Muskett and Romanovsky [2009] use satellite-based
gravity data (GRACE) to assess time-lapse water mass equivalent changes. Observed changes in groundwater
storage are attributed to differences in permafrost extent in these basins and the development or expansion
of throughgoing thaw zones that connect surface water and groundwater zones.

Figure 5. Spatial coverage of 300 km2 portion of AEM survey in the Yukon Flats, Alaska. Map view slices through (a) the resistivity model at 45m depth and (b) a
cross section along a single ~25 km long profile B-B′ show the detailed regional-scale hydrologic information that can be obtained to depths in excess of 100m.
(c) Resistivity data are used to infer extent of permafrost within both of these units (black dashed line) and therefore locations where the deep groundwater is linked
to the surface. Conceptual process-based permafrost interpretation based on the resistivity cross section in Figure 5c. Permafrost is interpreted to be absent
beneath the largest surface water features in the study area, most notably the Yukon River and Twelvemile Lake, whereas many smaller surface water features do not
appear to fully penetrate the permafrost (figure reprinted from Minsley et al. [2012]).
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The benefits of using geophysical methods to investigate groundwater/surface water interaction therefore
primarily relate to improving understanding of streambed/aquifer architecture and determining the location,
timing, and spatial extent of exchange. The treatment of time-lapse geophysical data sets as a spatially
expansive array providing proxy measures of pore fluid chemistry in the zone of interaction provides new
opportunities to interrogate the relationship between external driving forces (river stage levels, recharge)
and the result exchange. Extraction of quantitative hydrological data, e.g., on fluxes of groundwater or
surface water across the groundwater/surface water interface, is unlikely using geophysical methods as
defined in this review. However, time-lapse measurements of temperature profiles in the stream bed do
provide an opportunity to constrain fluxes of groundwater into surface water [e.g., Keery et al., 2007].

3.5. Watershed-Scale Hydrologic Processes

Watershed-scale groundwater model development requires information over larger areas than can be
covered by typical ground-based geophysical surveys. For this reason, AEM is a natural complement to
large-scale studies because of its ability to map the subsurface over large areas with dense spatial sampling,
providing detailed information about the distribution of physical properties that control hydrologic
processes at these scales. Recent efforts have aimed to directly integrate information derived from an AEM
survey into groundwater models to improve model calibration and prediction accuracy and to quantify
hydrologic prediction uncertainty [Refsgaard et al., 2014; Seifert et al., 2008].

Some AEM examples applied to large-scale hydrologic characterization include mapping buried valley
aquifer systems in conjunction with seismic, resistivity, and borehole data [Jørgensen et al., 2012; Oldenborger
et al., 2013]; imaging the geometry of surficial aquifer systems for parameterization of groundwater models
[Abraham et al., 2012]; and characterizing the spatial variability of floodplain sediments impacted by
variable salinization and lateral recharge [Viezzoli et al., 2009]. Over several thousand square kilometers in the
southern Española Basin, aeromagnetic, gravity, and auxiliary geological and geophysical data were used to
map basin sediments, bedrock geometry, and faults that provide important controls on the regional
hydrogeologic framework [Grauch et al., 2009].

In western Nebraska, AEM data were acquired in 2008 and 2009 in the areas surrounding the North Platte
River and Lodgepole Creek, a tributary to the South Platte River, for the purpose of developing improved
geological frameworks for groundwater models [Smith et al., 2010; Abraham et al., 2012] (Figure 6). The
geometry of the high-resistivity alluvial sands and gravels that compose the surficial aquifer on top of the
low-resistivity siltstone-confining unit (Figure 6a) is clearly imaged over most of the cross section to depths of
approximately 80m. This enabled the definition of a new “base-of-aquifer” boundary (Figure 5b, brown
shading) that has considerably more detail than the older model input (Figure 5b, smooth black line). The
AEM-derived base of aquifer geometry was used to parameterize groundwater models for the study area.
Defining the geometry of the aquifer, including paleochannels and other small-scale features not identified
from sparse borehole data, has significant impact on flow paths. Furthermore, an additional 458 × 109 L
of potential additional water storage was identified (34% increase) based on estimated changes in the
base of aquifer geometry.

These studies demonstrate that the primary benefits of watershed-scale applications of geophysical methods
relate to the continuous imaging of geological structures that can be used to refine groundwater flow
models that are often parameterized on sparse data points available from a limited number of boreholes.
However, assigning hydraulic properties required to calibrate groundwater models using imaged
geophysical properties is highly uncertain and should only be considered if independent constraints are
available, e.g., petrophysical calibrations from measurements in boreholes or on representative samples in
the laboratory. Even then, scaling issues, the limitations of petrophysical calibrations and complications of
image regularization artifacts all discourage such an approach. Time-lapse monitoring of watershed-scale
hydrological processes is currently very challenging compared to other scales but may become more
common place in the future, e.g., with the deployment of geophysical sensors on drones.

3.6. Catchment-Scale Snow Processes, Distribution, and Water Equivalent

In the alpine CZ, snow is the main connection between atmospheric and terrestrial water and drives
catchment-scale hydrology. Understanding snow depth, distribution, and snow water equivalent (SWE)
across large areas on the scale of one or more watersheds is fundamental to understanding water availability
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for ecosystem function, river discharge, surface water/groundwater interactions, and weathering processes in
these systems. GPR is an ideal geophysical tool for studying snow because the signal easily penetrates snow
(a resistive material), the snow/ground interface has a strong contrast in physical properties that yields a
reliable reflection, and data acquisition is fast. GPR is effective for traversing large areas to estimate snow
depth [Marchand and Killingtveit, 2001] and SWE for dry snowpack [Jaedicke, 2003; Lundberg et al., 2006] using
snow density relationships [Sand and Bruland, 1998]. More recently, techniques have been pioneered to
extract SWE information about snowpacks with liquid phase water distributed among the solid phase
ice/water matrix [Bradford et al., 2009; Sundström et al., 2013]. Such geophysical investigations have resulted
in better understanding of the relationships between snow depth and slope aspect and snow depth and
elevation [Marchand and Killingtveit, 2001].

3.7. Ecology and Biogeoscience of the Critical Zone
3.7.1. Root Zone Processes
In the context of the CZ, plant roots are the direct link between biological, hydrological, and geological
components of the system, forming a dynamic, connected pathway between the geosphere and
atmosphere. Roots are relevant to ecological models at various scales from the individual tree [e.g., Katul
et al., 1997] to global atmospheric hydrology [Jackson et al., 2000]. In forest ecosystem process models,

Figure 6. (a) Inverted resistivity section of part of helicopter electromagnetic flight line from the Nebraska study area. Lithologic data from nearby drilled wells are shown
for comparison. (b) Interpreted cross section comparing data used by the hydrologic model between the 1995 COHYST (black line) and current data (brown shaded
zone). Improvement is demonstrated by the increased level of detail in the brown base of aquifer interpretation. (figure reprinted from Abraham et al. [2012]).
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tree roots compose a portion of forest biomass that must be estimated to study carbon balance [Running and
Gower, 1991]. Models aiming to predict water movement, biomass, and carbon balance of the CZ must
include parameterizations of roots. Geophysical measurements can improve model parameterizations
related to roots because the measurements can be noninvasive (or nearly so) and spatially dense. By not
destroying the target (i.e., digging up the roots manually), the system remains intact and time-lapse sampling
becomes possible. Two geophysical methods have been applied to root investigations: GPR and ERT. Under
ideal conditions, signal patterns in GPR data, known as diffractions, are useful for identifying the spatial
location of roots greater than 0.005m diameter within 0.15m of the surface [Butnor et al., 2001] and even
estimating the root diameter [Barton and Montagu, 2004]. In an effort to quantify below-ground biomass,
Yokota et al. [2011] used 3-D GPR acquisition to identify the location of roots surrounding a tree that was then
excavated to verify the observed positions. Zenone et al. [2008] used both GPR and ERT for studying the shape
and position of roots in a pine forest.

Despite what would appear to be a promising method, there are important limitations to the application of
GPR for root investigations. The primary limitation is that diffraction patterns from overlying roots may mask
signals from deeper roots; any interpreted GPR data indicating multiple depth levels of roots should be
viewed with caution. A second important limitation is the fundamental resolution, related to antenna
frequency, that limits the smallest diameter root that can reliably be detected [Hirano et al., 2008].
Additionally, subsurface clutter such as stones and spacing between roots can lead to spurious interpretation.

Although the target resolution of ERT is typically unsuitable for studying individual roots, the method has
been used for observing hydrologic processes related to roots in 2-D or 3-D over time. Robinson et al. [2012]
used time-lapse 3-D ERT to show that hydraulic redistribution in a pine forest from deep groundwater to the
rooting zone was related to transport through tree roots. Additionally, Jayawickreme et al. [2008, 2010]
collected time-lapse 2-D ERT data across a sharp ecotone in Michigan to estimate variations in soil moisture
throughout the growing season for two plant communities: a deciduous forest and neighboring grassland.
They found a significant difference between soil moisture before the start of the growing season (May) and in
the peak of the growing season (August) under these two plant communities and a significantly larger
seasonal change in soil moisture for the forest. They determined that trees have deeper effective roots, a
finding that has substantial implications for alterations to hydrology due to changes in land cover. Similar to
other time-lapse monitoring of hydrological processes with geophysics, the approach is usually limited to
extraction of qualitative hydrological information rather than direct estimates of soil moisture change.
Therefore, direct quantification of soil moisture uptake or changes in soil matric potential related to root zone
processes is not easy to reliably obtain.
3.7.2. Gas Distribution and Movement in the Subsurface
Soil gas flux to the atmosphere andmovement of gas within the subsurface are recognized as important to CZ
processes [Lin, 2010]. In many cases, gas in the subsurface is a challenging geophysical target due to the
complexity of an open system that is constantly mixing with ambient air. In general, parsing gas generated
in situ apart from the atmospheric gas infiltrating at the ground surface is not currently possible using
geophysics. Wetlands are an example of a special case in the CZ where the water table is close to surface and
carbon-rich gas in the subsurface can be safely assumed to be generated in situ by subsurface biological
processes and not mixed with the atmosphere. To date, most geophysical applications studying subsurface
gas dynamics have been related to peat wetlands.

The adoption of noninvasive geophysical methods has permitted in situ measurements of CH4 gas dynamics
without having to insert direct gas content sensors through holes in a peatland, which disrupts the natural
gas regime as evident from bubbling out of CH4 observed from such activities. This highlights a major
advantage of the geophysical approach as earlier studies of gas dynamics in peatlands inevitably required
insertion of sensors and subsequent artificial gas releases [Waddington et al., 2009]. Large changes in bulk
physical properties accompany the production, transport, and release of gas in peatlands. Consequently, GPR
has proven effective for locating hot spots of gas production and storage using physically based transforms
to exploit the contrast in dielectric permittivity between gas and water [Parsekian et al., 2011] and for
monitoring releases of gas to the atmosphere in response to changes in buoyancy forces driven by
atmospheric pressure and temperature variation [Comas et al., 2008]. The remarkably high porosity of peat
soils (typically> 0.9) means that multiphase volumetric mixing models, such as the complex refractive index
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model, are relatively reliable (compared to typical mineral soils) for estimating gas content as uncertainty due
to variations in the solid phase (peat fabric) is less important due to the small volume of the bulk material
occupied by the solid phase. Evidence of gas redistribution/movement processes through trapping of gas
beneath confining layers of more competent peat (partly due to the presence of wood layers) was identified
at two peatlands [Comas et al., 2013]—Sturgeon River 9 (Minnesota, USA) (Figure 7a) and Caribou Bog (Maine,
USA) (Figure 7b). In contrast, a third peatland (Cors Fochno, Wales, UK) shows a homogenous distribution
of free-phase gas (FPG) consistent with an absence of confining layers in this peatland. Seasonal GPR
monitoring captures the accumulation of high concentrations of FPG in winter months, when the frozen peat
surface acts as a confining layer preventing buoyancy-driven gas release, followed by abrupt release on
thawing in the spring (Figure 7c) [Comas et al., 2008]. Such information would be very challenging to acquire
without a noninvasive geophysical method due to breaching of the trapped gas pockets with a direct
sampler. Although currently specific to peatlands, these studies highlight a major advantage of geophysical
methods to provide quantitative information on gas content, and even gas fluxes [Comas et al., 2011], in an
environment where traditional invasive methods can dramatically alter the natural subsurface gas regime
and therefore provide erroneous information. Beyond detecting carbon-rich gas, recent research has
demonstrated that geophysical measurements can contribute to assessment of carbon stocks in the critical
zone, an important parameter in understanding carbon cycling through terrestrial systems [e.g., Lowry et al.,
2009; Parry et al., 2014].

4. Discussion
4.1. Geophysical Measurement Strengths in CZ Research

Three main categories emerge where geophysical measurements of the CZ are advantageous: (1) to image
distributions of subsurface properties in the space between direct measurements, (2) to acquire data on
processes changing over time at the field scale, and (3) to reveal subsurface properties at large “exploration”
scales of kilometers or more beyond what direct measurement can reveal.

With regards to the first category—imaging between direct measurements—geostatistical methods have
proven effective for interpolating the subsurface structure between point data (i.e., wells, core, and borings).
Geophysical measurements that are sensitive to the subsurface structure between direct point measurements
provide significant additional constraints that can be used along with point observations to reduce
interpolation uncertainty. Measurements of depth of weathering [Befus et al., 2011], hydrostratigraphy
[e.g., Pugin et al., 2009], and aquifer geometry [e.g., Abraham et al., 2012] provide examples of geophysical
measurements that complement direct measurements to improve interpretations of CZ processes at a
range of scales, reducing the need for interpolation between direct measurement points.

Regarding the second category, in some cases direct measurements simply may not be able to acquire
enough information on, or may even disrupt, the process of interest. Obvious examples include estimating
subsurface gas movement [e.g., Comas et al., 2007], monitoring preferential water flow [Kim et al., 2010],
monitoring hydraulic redistribution processes in the root zone of soil [Robinson et al., 2012], and exploring
hyporheic exchange processes [e.g., Ward et al., 2012; Mwakanyamale et al., 2013]. In these examples,
spatiotemporal imaging was essential to understanding the process.

The final category addresses the need to acquire data over larger areas relevant to catchment-scale (or larger)
questions. Like lidar has revolutionized the way that Earth surface properties can be mapped over large
areas, we believe that AEM has the potential to transform our understanding of subsurface properties by
providing densely sampled data over large areas that are otherwise inaccessible. We have provided a series of
examples demonstrating the spatial scale in AEM surveys where lakes (≥ 1 km across) and rivers (hundreds
of meters across) were imaged entirely within the same data set, for example, permafrost groundwater/
surface water interaction connections to regional groundwater [Minsley et al., 2012]. Ground-based
geophysical observations in similar environments are typically limited to transects that extend hundreds of
meters to a few kilometers in length and allow for investigation of local phenomena but do not have the
broad view needed to characterize regional features that have length scales of several kilometers or more.
Moreover, AEM surveys avoid the logistical challenges of accessing remote or inaccessible terrain that limit
ground-based observations.
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Figure 7. Examples of the use of ground-penetrating radar (GPR) to observe free-phase gas (FPG) in peatlands over multiple scales: (a) watershed-scale distribution
of FPG across Sturgeon River (MN) obtained from 13 CMPs (red diamonds) showing interpolated distribution of FPG and evidence for storage below confining layers;
(b) comparison of two bogs (Caribou Bog, ME, USA and Cors Fochno, Wales, UK) showing constant offset profiles (top) and estimated FPG distribution from
cross-borehole GPR tomography. Caribou Bog again shows FPG trapped by competent peat fabric, whereas Cors Fochno shows a uniform distribution of FPG;
(c) repeated GPR measurements of average FPG for 6m peat column at Caribou Bog showing gas build up through the winter and subsequent release in the spring.
Snow depth, surface deformation, and surface gas flux estimates are also shown. Figure 7a is after Parsekian et al. [2011], Figure 7b from Comas et al. [2013], and
Figure 7c from Comas et al. [2008].
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4.2. Contributions of Geophysics to Critical Zone Science

Numerous examples exist that demonstrate why geophysical measurements are a necessary and cost-effective
way to constrain the boundary conditions that control CZ processes over different spatial scales and over the
full depth range of the CZ. The principal purpose of multiscale geophysical imaging in the CZ is to gain new
information about CZ processes that would not have been possible with other measurement methods alone.

Due to geophysical measurements, we now know that lithological boundaries (bedrock geology, weathering
fronts) andmechanical processes such as fracturing set the stage for CZ structure and thus exert primary controls
on CZ evolution [e.g., Clarke and Burbank, 2011; Befus et al., 2011]. These processes and controls cannot be
adequately characterized, let alone understood, through studies that occur solely at the surface, in soil pits,
and in widely spaced boreholes. Geophysical investigations of the weathering zone and processes that
transform bedrock into regolith have revealed that saprolite has a much higher water-carrying capacity than
previously thought and is likely a critical supporter of ecosystems in semiarid climates [Holbrook et al., 2014].

Geophysical imaging of hydrologic processes has also led to new understanding in CZ science. We reinforce
this point by summarizing and highlighting several key examples. In the context of preferential flow,
geophysical imaging has been used to show that dynamic hydrologic behavior exists within conduits in karst
terrain [Bumpus and Kruse, 2014] and that hillslope drainage patterns can be explained by preferential flow
through soil pipes in some systems [Leslie and Heinse, 2013]. Exchange between groundwater and surface
water is relevant to a variety of other CZ processes, and geophysical imaging has revealed, for example, that
the extent of the hyporheic zone changes with the seasons [Ward et al., 2012] and that heterogeneity of
substream sediments [Cardenas et al., 2004; Salehin et al., 2004] and the presence of paleochannels
[Mwakanyamale et al., 2013] control groundwater-surface water exchange. On regional scales, it is now
known that in the discontinuous permafrost CZ of Alaska, thaw occurs belowmany lakes [Minsley et al., 2012],
providing a hydraulic pathway that can connect lakes and rivers to deep groundwater [Roach et al., 2011].
However, Jepsen et al. [2013] also show that shallow flow in suprapermafrost aquifers can significantly
control surface water budgets. Geophysical imaging of snow, particularly in the alpine CZ, has yielded new
insights into the understanding of terrain controls on snowpack [Marchand and Killingtveit, 2001] as well as
revealing the importance of snow to groundwater recharge.

The biological-terrestrial connection is fundamental in CZ science. Although noninvasive imaging of gas in
the critical zone is challenging and is limited thus far to wetland critical zone environments, geophysical
imaging has played a crucial role in revealing structural controls on subsurface biogenic gas movement in
wetlands [Comas et al., 2008, 2013]. Time and spatially rich noninvasive imaging has also revealed biological
drivers of hydrologic processes where deep water is redistributed within the rooting zone [Robinson
et al., 2012].

4.3. Challenges for Geophysics in the CZ

Although there are a number of CZ scientific challenges that geophysical imaging is poised to address, one
issue with many investigations is that geophysicists often explore systems at a resolution of the meter to
submeter scale over only tens or hundreds of meters, which is too small for most watershed-scale problems,
even though instrument deployments are possible on the larger scale. Airborne geophysical tools are well
suited to address this considerable challenge of measuring properties at the right scales for catchment
models. Mapping pathways at the watershed catchment scale has been achieved in numerous geological
settings using airborne geophysical surveys [e.g., Abraham et al., 2012]. Understanding the geometry and
interconnectedness of aquifer systems with sufficient spatial resolution over large areas is important for
making accurate predictions about groundwater flow and transport.

Another primary challenge is overcoming the resistance to adoption of geophysical measurements. In some
cases, CZ researchers that have relied on “traditional” measurements (borings, pits) of the subsurface are
hesitant to adopt new technologies that may be viewed as untested. Furthermore, even if a geophysical
measurement has been demonstrated to be robust for one application, there is not always evidence that it
will be effective in another. To justify new applications and build confidence in the ability of geophysics to
detect the parameters of interest, quantifiable “value of information” is required. Progress has been made
in recent years at attempting to quantify the value of geophysical measurements for hydrologic science
[e.g., Nenna and Knight, 2013], but the work has been limited.
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A common disconnect between geophysical models and end users of these data is that images of geophysical
property distributions do not directly address CZ science questions, for example, What is the depth of
weathering? or What is the geometry of key confining layers or hydrologic pathways in the subsurface? It is
important to frame the interpretation of geophysical data around the driving CZ question of interest. In some
cases, providing constraints on the depth to a particular interfacemay be amorewell-defined problem than the
typical goal of mapping subtle or small-scale geophysical property heterogeneities.

Although geophysical technologies and underlying analysis tools are advancing rapidly, there are still
limitations. Computing speed and power were previously limiting factors; however, these are now less
significant issues with the advanced computing capability available today, even on desktop machines. Two
key technical challenges for geophysical measurements that remain are the following: (1) understanding the
physical property relationships that relate measured geophysical properties (e.g., electrical resistivity) to
hydrogeologic properties of interest (e.g., lithology, salinity, and hydraulic conductivity) and (2) developing
numerical strategies for integrating different types of data to improve models [Kowalsky et al., 2005; Ferré
et al., 2009; Herckenrath et al., 2013].

The former often places a firm constraint on how far the geophysicist can go with subsurface interpretation.
Although theoretical and empirical relations between geophysical properties and hydraulic properties are
extensively documented, they are inevitably of limited or minimal value when applied to large-scale
geophysical images. The theoretical relations tend to be for simplified soils/rocks that do not represent the
complexity of the pore-scale properties of natural soils/rocks in the subsurface. The empirical relations
tend to be site specific and of uncertain predictive accuracy when applied outside of the range of materials
used for the calibration. Consequently, geophysical information on the CZ is often restricted to definitions of
boundaries (in the case of geological units) or volumes (in the case of movements of fluids), and the
much needed next step to defining hydraulic properties from the geophysical data is quite correctly
approached with much trepidation.

4.4. Opportunities for the Future

A relatively new methodology that can provide images of seismic Vs distribution in the subsurface is seismic
interferometry or ambient noise correlation. This methodology has transformed approaches to crustal and
mantle structure [e.g., Yang et al., 2007; Bensen et al., 2008]. The technique uses cross correlation of
seismograms recorded at different receivers to retrieve the velocity structure (via a Green’s function) between
pairs of receivers; when data from a large number of receivers are included, 2-D and 3-D cross sections can be
produced. The technique does not require active sources (e.g., from explosions or sledgehammer swings);
assuming seismic energy propagating across a receiver array consists of isotropic plane waves sourced
outside the array, images can be constructed solely from ambient noise. While recent work is pushing the
technique to ever-shallower depths, most published studies of crustal inversions image over vertical scales of
kilometers or tens of kilometers [Shapiro et al., 2005]. A few studies, however, have begun applying the
method to studies at depths and resolution relevant to the critical zone [Picozzi et al., 2009; Pilz et al., 2012,
2014]. Comparison of geological structure inferred from ambient noise tomography compares well at the
10 m lateral and vertical scale to coincident results from GPR and ERT transects [Picozzi et al., 2009]. This
technique shows much promise for producing 3-D images of subsurface structure in the critical zone.

Beyond enhanced applications of existingmethods, there are opportunities in fields that currently see limited
geophysical collaboration. For example, in ecohydrology, evaporation and transpiration are fundamental
components of the terrestrial water balance and account for somewhere between half [Knight et al., 1981;
Trenberth et al., 2007] to nearly all precipitation [Walvoord et al., 2002] depending on climate. Some
conceptual models note the interactions between the land-energy balance and groundwater depth [e.g.,
Maxwell et al., 2007; Maxwell and Kollet, 2008] as shown by the three control regimes in Figure 8. This
simulation indicates that very shallow groundwater does not exert control over latent heat flux nor does very
deep groundwater. However, intermediate groundwater depths control latent heat flux in each of the
projected climate scenarios. Consequently, mapping the depth to the water table, and soil moisture in
the vadose zone, over large scales may be important to quantifying local water balances. Geophysical
measurements such as ERT, seismic refraction, or GPR could potentially be used to interpolate water table
depths between point measurements. Both GPR and ERT have been frequently used to image moisture
content dynamics in the subsurface. This may be extended to the context of observing CZ system change in
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response to future climate scenarios by
measuring changes in subsurface
conditions using long-term geophysical
monitoring. For example, geophysical
measurements of the regolith over time
may reveal how weathering rates vary
under a future warmer climate. Another
example might be time-lapse geophysical
investigation of variations in the products of
biological activity (see section 3.7.2) due
to climate forcing. This is particularly
poignant because increased biological
conversion of carbon to gases such as CO2

or CH4 may be a key positive feedback that
could result in an increased rate of warming.

We also see an opportunity for noninvasive
biogeophysical imaging to be integrated
more closely to CZ science. Limited studies
exist using geophysics to image plant stems
and tree trunks by capitalizing on the
sensitivity to moisture; however, the
processes observed are biological and not
yet utilized in the framework of CZ science.
For example, sapwood and hardwood have
been imaged using ERT with electrodes in

direct contact with the tree trunk to improve transpiration estimates [Bieker and Rust, 2010]. ERT has also been
used to image tree rot [Bieker et al., 2010], and Jones et al. [2012] demonstrated the ability to track changes
in moisture content of trees with NMR in 2-D. Long-term (months to years) self-potential monitoring has
provided insight into the daily and seasonal timing and mechanisms of sap flow and other biophysical
mechanisms associated with water uptake and tree function [Morat et al., 1994; Gibert et al., 2006]. In the
future, these methods may be utilized in synoptic studies to gain a better understanding of how water and
nutrients move through the CZ system as a whole. The geophysical signature of microbial biological activity is
also being studied [Atekwana and Slater, 2009], however, largely in terms of contaminant remediation. We
look forward to a future where these methods may be utilized to reveal naturally occurring microbiological
processes in the CZ.

Magnetic geophysical methods are one of the most commonly used geophysical methods; however, these
measurements are most often utilized in lithological mapping, and examples related to the observation of CZ
processes are limited. In the geophysical sense, we most often think of magnetic methods being used to
map the magnitude of the Earth’s total field (or gradient) at some point or across an area. The magnetic
susceptibility of amaterial may also bemeasured, although thesemeasurements are usually made by logging a
borehole or by analyzing hand samples. The relationship between magnetic susceptibility and historical
weathering processes has been investigated [Bloemendal et al., 2008; Lu et al., 2008], and further research may
reveal a connection between magnetic susceptibility and modern soil formation processes in the CZ. Changes
in magnetic rock properties due to weathering under extreme conditions have been investigated [Chevrier
et al., 2006]; however, similar to the previous examples, the measurements were made on extracted samples
and not in the sense that we typically define field geophysical measurements as made at some distance from
the target. An intriguing opportunity to observe a biological process in the CZ by its magnetic signature has
been demonstrated in the context of hydrocarbon contamination remediation. Atekwana et al. [2014] show the
microbial degradation of hydrocarbon by iron reducing bacteria results in a unique magnetic susceptibility
signature. An investigation of the controls of magnetic susceptibility on soils showed that parent material and
drainage are the primary controls while biological activity is observed to be a second-order effect [Blundell et al.,
2009]. Nonetheless, we suggest that under the right conditions, a similar approach to Atekwana et al. [2014]
could be used to monitor long-term natural biological activity in the CZ driven by natural forcing.
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Figure 8. Plot of latent heat flux difference between the three
perturbation cases (H = Hot; HW=Hot-Wet; and HD=Hot-Dry) and a
control as a function of water table depth. Three regions: (1) a
temperature-controlled region where latent heat flux is driven by
atmospheric demand, (2) a groundwater-controlled region where
latent heat flux is controlled by water table depth, and (3) a
precipitation region where the water table is decoupled and latent
heat flux is driven by rainfall are clearly shown in this figure (figure
reprinted from Maxwell and Kollet [2008]).
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Another opportunity is the development of links between remote sensing and ground-based geophysics to
study processes at scales larger than a catchment. There is a somewhat arbitrary and artificial divide between
remote sensing methods (e.g., lidar, synthetic aperture radar, Landsat, and hyperspectral) acquired from
satellite or airborne platforms and geophysical methods (e.g., electromagnetic, magnetics, and gravity)
acquired from airborne or ground-based platforms. Both types of measurements are tools for indirectly
measuring various physical properties of the Earth’s near surface or subsurface. In addition, remote sensing
and geophysical methods may be highly complementary to one another in terms of their sensitivity to
physical properties, system processes, or spatial scales of interest, and although examples exist [e.g., Pastick
et al., 2013; Liu et al., 2014], it is relatively infrequent to see these technologies combined in Earth science
studies. Many satellite remote sensing methods rely on scattered electromagnetic energy of very short
wavelength and are only sensitive to very shallow (< 1m) features. On the other hand, airborne geophysical
methods tend to have poor sensitivity to the very near surface but are capable of imaging properties to
depths of up to several hundred meters. We agree with similar comprehensive assessments of geophysical
methods [Kruse, 2013] that there is significant untapped potential in combining satellite—and airborne—
platform remote sensing (either manned or drones) with ground-based geophysical measurements to
link surface and subsurface observations.

5. Summary and Conclusions

Since the introduction of CZ studies, geophysical measurements have been recognized as key methods to
measure parameters out of reach of direct measurement methods. We have highlighted examples of
geophysical imaging methods that have been demonstrated to be effective for imaging parameters related
to CZ processes on multiple scales, as wells as examples of specific contributions to better understanding CZ
science objectives that would not have been possible without geophysical imaging. Similarly, we have
endeavored to suggest measurements that have a high likelihood for success that are not currently widely
deployed. In many cases, geophysical measurements provide high spatial density, temporal richness, and
noninvasive detection that traditional direct measurements may not be able to offer. Model accuracy is often
limited by the scarcity of observations used for calibration. Combining feature-rich, yet indirect, geophysical
observations with other traditional data has the potential to significantly improve model accuracy. We
also identified opportunities, knowledge gaps, and new directions where geophysical measurements may
support CZ science such as imaging of trees and linking remote sensing measurements with ground-based
geophysics. We observe that for some applications, geophysical methods have been widely accepted,
while in other cases adoption has been slower even though the technology is present and proven. Key points
to reiterate are that (1) good geophysical targets have strong contrasts in physical properties, (2) water
content and fluid chemistry often drive a contrast in geophysical properties, and therefore, hydrologic CZ
processes are often most easily resolved in a time-lapse sense, (3) a key strength of geophysical
measurements is spatially rich data sets that can be collected over time, and (4) a key weakness is that it is
challenging at best to reliably convert geophysical properties to the physical properties the control CZ
processes, particularly at the larger investigation scales.

We conclude that measurements of the critical zone using geophysical methods have acquired information
about a range of parameters that would not have been possible using direct measurements, therefore
enabling specific advances in CZ science. We found that observations related to weathering and hydrological
processes were most prevalent, although emerging biogeophysical and ecological applications have a solid
basis of work and a bright future.

Glossary

Airborne electromagnetics (AEM): A geophysical method that uses low-frequency electromagnetic
energy transmitted into the Earth from a helicopter or fixed-wing aircraft-deployed system. Measurements of
secondary magnetic fields are sensitive to subsurface electrical resistivity structure and can be acquired
rapidly over large areas.

Critical zone: Earth’s near surface that extends from the top of the trees to the bottom of the groundwater.
A constantly evolving boundary layer where rock, soil, water, air, and living organisms interact (adapted from
criticalzone.org).
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Denitrification: Reduction of nitrates or nitrites facilitated bymicrobes thatmay ultimately releasemolecular
nitrogen to the atmosphere.

Dielectric permittivity: A physical property relevant to high-frequency electromagnetic measurements
(e.g., GPR) with distinct values for different materials such as air, rock, or water.

Distributed temperature sensing (DTS): A geophysical method that measures reflected laser pulses from
microscopic imperfections in buried fiber-optic cable to make in situ temperature measurements.

Ecosystem services: The collective contributions of ecosystems that benefit people and society.

Ecotone: The transitional region between two adjacent ecosystems.

Electrical resistivity: A physical property that quantifies the ability of a material to conduct electrical
current. Sometimes used interchangeably with its inverse, electrical conductivity. Relevant to low-frequency
electromagnetic measurements (e.g., ERT and AEM). Can also be used synonymously with “electrical
resistivity tomography”, referring to the geophysical method.

Electrical resistivity tomography (ERT): A geophysical method that injects electrical current through
grounded electrodes and measures the associated voltage difference between other electrode pairs to infer
subsurface electrical resistivity distributions.

Geophone: A geophysical instrument placed in contact with the ground to record motion generated by
seismic waves.

GRACE (Gravity Recovery and Climate Experiment): Twin satellites that measure global-scale changes in
Earth’s gravity field.

Ground-penetrating radar (GPR): A geophysical method that transmits and records reflected
high-frequency electromagnetic waves sensitive to the dielectric permittivity of Earth materials.

Hyporheic zone: The area beneath and alongside streams and banks where surface water and groundwater
exchange occurs.

Induced polarization (IP): A geophysical method that injects electrical current through grounded electrodes
and measures the associated voltage and phase shift between other electrode pairs to infer subsurface
electrical resistivity distributions and also to characterize grain-fluid interface properties.

Inversion: The data analysis process of taking measured data, forward modeling that data given whatever
geometric parameters were used during measurement and the known underlying physics, and comparing
the modeled data with the measured data. If it is possible to attain a small difference between the measured
and the modeled data given some constraints imposed by the user (i.e., knowledge of what is geologically
plausible), then it is possible to assume that the forward model is approximately representative of the
true subsurface.

Landsat: A series of satellite missions that represents the world’s longest continuously acquired collection
of space-based moderate-resolution land remote sensing data.

Lidar (light detection and ranging): A remote sensing method that uses reflected laser light to produce
high-resolution topographic information.

Slope aspect: The compass direction that a slope faces (i.e., north, south, east, and west).

Nuclear magnetic resonance (NMR): A geophysical method that uses electromagnetic fields to excite the
state of hydrogen protons in water molecules and measures the signal from those protons as they return
from their perturbed state in order to infer subsurface water content.

Permafrost: Ground that has a temperature below 0°C for at least two consecutive years.

Regolith: A layer of unconsolidated rocky material that covers solid rock.

Seismic refraction: A geophysical method that transmits seismic waves into the subsurface and measures
the returned energy determined by how the waves change direction in response to changes in the seismic
velocity of different materials.

Seismic reflection: A geophysical method that transmits seismic waves into the subsurface and measures
the energy returned by the impedance contrast at interfaces with contrasting seismic velocity and/or density.
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Seismic velocity: A physical property that describes the speed of seismic waves in a particular material.
Can refer to compressional (P) waves or shear (S) waves.

Self potential (SP): A geophysical method that measures the naturally occurring electrical voltages that can
be generated in response to subsurface fluid flow or electrochemical processes.

Snow water equivalent (SWE): A measure of the amount of water within snowpack.

Surface wave methods: A seismic geophysical method that measures boundary waves that propagate
along the Earth’s surface to detect changes in shear wave velocity.

Tomography: A mathematical imaging process that can be applied to many types of geophysical data to
produce estimates of the spatial distribution of subsurface physical properties.
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